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#### Abstract

We extend the Kato-Ponce inequality to a product of $m$ functions, proving an estimate currently missing from the literature. This study is motivated by the fact that the 3-factor Kato-Ponce does not follow directly from the 2 -factor version in the full range of permissible indices. Our methodology is based upon that in 12 but our extension entails a novel decomposition that elegantly and effectively handles the technical difficulties that arise from the combinatorial complexity of the possibly large number of factors.


## 1. Introduction

The lack of an explicit Leibniz rule for fractional derivatives leads to the consideration of norm inequalities, most commonly for Lebesgue spaces. Such estimates are known in the literature as Kato-Ponce (KP) inequalities, and they are usually expressed in terms of two factors. In this article we focus on Kato-Ponce estimates for multiple factors. The need to study multiple factors is motivated by the fact that a 3 -factor normed Leibniz rule in the full range of indices does not follow from the corresponding 2 -factor one by grouping two terms into one.

Let $\widehat{g}$ denote the Fourier transform (precisely defined in Section 22). Let $\widehat{D^{s} f}:=|\cdot|^{s} \widehat{f}$ and $\widehat{J^{s} f}:=$ $\left(1+|\cdot|^{2}\right)^{\frac{s}{2}} \hat{f}$ be the fractional Laplacian operators for $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$, the space of Schwartz functions. If $s>0$ then $D^{s}$ and $J^{s}$ are the homogeneous and inhomogeneous fractional differentiation operators, respectively. Motivated by questions in Euler and Navier-Stokes equations Kato and Ponce [16] obtained $L^{r}$ norm estimates for the inhomogeneous fractional derivative of a product. Since their work in 1988 there has been a multitude of generalizations and variants of such estimates, which are nowadays known as Kato-Ponce inequalities or fractional Leibniz rules. These estimates have the form

$$
\begin{equation*}
\left\|J^{s}(f g)\right\|_{L^{r}} \leqslant C_{n, s, p_{1}, p_{2}, q_{1}, q_{2}}\left(\left\|J^{s} f\right\|_{L^{p_{1}}}\|g\|_{L^{p_{2}}}+\|f\|_{L^{q_{1}}}\left\|J^{s} g\right\|_{L^{q_{2}}}\right), \tag{1.1}
\end{equation*}
$$

where $f, g \in \mathcal{S}\left(\mathbb{R}^{n}\right), p_{1}, p_{2}, q_{1}, q_{2} \geqslant 1, \frac{1}{p_{1}}+\frac{1}{p_{2}}=\frac{1}{r}=\frac{1}{q_{1}}+\frac{1}{q_{2}}$ and $s$ depends on $n$ and $r$. We say the indices vary when $p_{1} \neq q_{1}$ and $p_{2} \neq q_{2}$.

Earlier variants of the Kato-Ponce inequality were restricted to $1<r<\infty$, see for instance [16], 4], [14]. Subsequent versions, such as [19, [2], 20], and [12], provide extensions to the range $r \leqslant 1$. It turns out that 1.1] holds when $1 / 2<r<\infty$ and $s>\max \left\{n\left(\frac{1}{r}-1\right), 0\right\}$ or $s \in 2 \mathbb{N}$; the work in [12] provides counterexamples when $s$ is outside that range. These proofs rely on Coifman-Meyer bilinear multipliers for high-low frequency paraproducts (diagonal paraproducts) and also use shifted square function estimates on the high-high frequency paraproducts (off-diagonal paraproducts). Other works on the KP inequality, that use different methodology or provide new estimates, can be found in [11, [3], [1], [8, [18, [22, [21, [15], [7].

The motivation for our study arises from two main obstacles. These are already apparent when one attempts to derive the 3 -factor KP from the 2 -factor KP inequality: (a) when $r<1$, applying the 2 -factor inequality, we will unavoidably end up with some Hölder indices that are less than one. For instance, in the 3 -factor case let $p_{1}=p_{2}=3 / 2, p_{3}=2$ and observe that if $q_{1}, q_{2}$ are such that $\frac{2}{3}+\frac{2}{3}+\frac{1}{2}=\frac{1}{q_{1}}+\frac{1}{2}=\frac{2}{3}+\frac{1}{q_{2}}$, then $q_{1}<1$ and $q_{2}<1$. Then (1.1) can not be applied in this case as it requires the indices on the right to be greater than or equal to one; (b) when the indices vary (as defined in Theorem 1.1) then the 2 -factor case is not applicable, as it may be the case that a subcollection of two of them is not related to the third index as in Hölder's relationship.

[^0]It should be noted that Theorem 1.1 is not unexpected, as it is stated as Exercise 2.2 on page 76 in [20. However, its detailed proof is rather technical and was missing from the literature until now.

We now state the precise formulations of our main result. All norms below are over $\mathbb{R}^{n}$.
Theorem 1.1. Let $m \in \mathbb{Z}^{+}, \frac{1}{m}<r<\infty, 1<p_{1}, \ldots, p_{m} \leqslant \infty$ satisfy $\frac{1}{r}=\frac{1}{p_{1}}+\cdots+\frac{1}{p_{m}}$. If $s>\max \left(\frac{n}{r}-n, 0\right)$ or $s \in 2 \mathbb{N}$, then there exists a constant $C=C\left(n, s, p_{1}, \ldots, p_{m}\right)<\infty$ such that for all $f_{l} \in \mathcal{S}\left(R^{n}\right)$ with $l \in\{1, \ldots, m\}$ we have

$$
\begin{align*}
& \left\|D^{s}\left(f_{1} \cdots f_{m}\right)\right\|_{L^{r}} \leqslant C\left(\left\|D^{s} f_{1}\right\|_{L^{p_{1}}}\left\|f_{2}\right\|_{L^{p_{2}}} \cdots\left\|f_{m}\right\|_{L^{p_{m}}}+\cdots+\left\|f_{1}\right\|_{L^{p_{1}}}\left\|f_{2}\right\|_{L^{p_{2}}} \cdots\left\|D^{s} f_{m}\right\|_{L^{p_{m}}}\right)  \tag{1.2}\\
& \left\|J^{s}\left(f_{1} \cdots f_{m}\right)\right\|_{L^{r}} \leqslant C\left(\left\|J^{s} f_{1}\right\|_{L^{p_{1}}}\left\|f_{2}\right\|_{L^{p_{2}}} \cdots\left\|f_{m}\right\|_{L^{p_{m}}}+\cdots+\left\|f_{1}\right\|_{L^{p_{1}}}\left\|f_{2}\right\|_{L^{p_{2}}} \cdots\left\|J^{s} f_{m}\right\|_{L^{p_{m}}}\right) . \tag{1.3}
\end{align*}
$$

Furthermore, when $1<p_{j}<\infty$, any tuple of indices $\left(p_{1}, \ldots, p_{m}\right)$ that appears in a summand on the right of the inequalities in (1.2) and (1.3) can be replaced by any other tuple ( $q_{1}, \ldots, q_{m}$ ) with $1<q_{j}<\infty$ and $\frac{1}{r}=\frac{1}{q_{1}}+\cdots+\frac{1}{q_{m}}$.

## 2. Preliminary Material

For a measurable function $f: \mathbb{R}^{n} \rightarrow \mathbb{C}$ and $r>0$ we use $\|f\|_{L^{r}}$ to denote the usual Lebesgue $L^{r}$ norm (or quasi-norm if $r<1$ ). For $A, B \in \mathbb{R}$ we use $A \lesssim B$ to mean $A \leqslant C B$ for some constant $C$. We also define $A \sim B$ when simultaneously $A \lesssim B$ and $B \lesssim A$. We denote elements of $\left(\mathbb{R}^{n}\right)^{m}$ by $\vec{\xi}=\left(\xi_{1}, \ldots, \xi_{m}\right)$ and $d \vec{\xi}=d \xi_{1} \cdots d \xi_{m}$. The Fourier transform and inverse Fourier transform of a function $f \in L^{1}\left(\mathbb{R}^{n}\right)$ are respectively defined by

$$
\widehat{f}(\xi)=\int_{\mathbb{R}^{n}} f(y) e^{-2 \pi i y \cdot \xi} d y \quad \breve{f}(\xi)=\int_{\mathbb{R}^{n}} f(y) e^{2 \pi i y \cdot \xi} d y .
$$

The space of Schwartz functions $\mathcal{S}\left(\mathbb{R}^{n}\right)$ is the space of all $C^{\infty}\left(\mathbb{R}^{n}\right)$ functions that rapidly decay at infinity.
Let $\widehat{\Phi}(\xi)$ be a positive, radially decreasing, and smooth function on $\mathbb{R}^{n}$ supported in $|\xi| \leqslant 2$ and equal to one on $|\xi| \leqslant 1$. Let $\widehat{\Psi}(\xi)=\widehat{\Phi}(\xi)-\widehat{\Phi}(2 \xi)$, which is non-negative and supported in the annulus $\frac{1}{2} \leqslant$ $|\xi| \leqslant 2$. Notice that as the series telescopes we have $\sum_{j \in \mathbb{Z}} \widehat{\Psi}\left(2^{-j} \xi\right)=1$ for $\xi \neq 0$, as well as the identity $\sum_{j \leqslant j_{0}} \widehat{\Psi}\left(2^{-j} \xi\right)=\widehat{\Phi}\left(2^{-j_{0}} \xi\right)$ for any $j_{0} \in \mathbb{Z}$ and $\xi \neq 0$.

For $\psi, \phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ let $\hat{\psi}$ be supported in an annulus centered about the origin and let $\hat{\phi}$ be supported in a ball centered at the origin. We denote the Littlewood-Paley frequency projection operators over $\mathbb{R}^{n}$ by $\Delta_{j}^{\psi}$ and $S_{j}^{\phi}$, which are respectively given by convolution with $2^{j n} \psi\left(2^{j}\right)$ and $2^{j n} \phi\left(2^{j} \cdot\right)$. The shifted Littlewood-Paley operators $\Delta_{j, \mu}^{\psi}, S_{j, \mu}^{\phi}$ for $\mu \in \mathbb{R}^{n}$ are respectively given by convolution with $2^{j n} \psi\left(2^{j} \cdot+c \mu\right)$ and $2^{j n} \phi\left(2^{j} \cdot+c \mu\right)$, where the constant $c$ is independent of $j, \mu$. When $\psi=\Psi$ or $\phi=\Phi$ the corresponding operators are denoted by $\Delta_{j}$ and $S_{j}$. Lastly, for $s \in \mathbb{R}^{+}$and $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ we denote the homogeneous and inhomogeneous differentiation operators as $\widehat{D^{s} f}=|\cdot|^{s} \widehat{f}$ and $\widehat{J^{s} f}=\left(1+|\cdot|^{2}\right)^{\frac{s}{2}} \widehat{f}$ respectively.

The following lemma will be of great use throughout this paper and is the main ingredient in bounding the diagonal paraproducts.
Lemma 2.1 ([12], lemma 2). Let $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ and $s>0$. Then for any $\gamma \in[0,1]$, there exists a constant $C(n, s, f)$ independent of $\gamma$, such that

$$
\left|\left(\gamma^{2} I-\Delta\right)^{\frac{s}{2}} f(x)\right| \leqslant C(n, s, f)(1+|x|)^{-n-s} .
$$

The following multiplier result was proved by Coifman and Meyer [5] when $r \geqslant 1$ and was extended to the case $r<1$ by Kenig and Stein [17] and by Grafakos and Torres [13]; for a proof see [10.

Theorem 2.2. (Coifman-Meyer Multiplier Theorem). Suppose that $h\left(\xi_{1}, \ldots, \xi_{m}\right)$ is a $C^{\infty}$ function on $\left(\mathbb{R}^{n}\right)^{m} \backslash\{0\}$ which satisfies

$$
\begin{equation*}
\left|\partial_{\xi_{1}}^{\beta_{1}} \cdots \partial_{\xi_{m}}^{\beta_{m}} h\left(\xi_{1}, \ldots, \xi_{m}\right)\right| \leqslant C_{\beta_{1}, \ldots, \beta_{m}}\left(\left|\xi_{1}\right|+\cdots+\left|\xi_{m}\right|\right)^{-\left(\left|\beta_{1}\right|+\cdots+\left|\beta_{m}\right|\right)} \tag{2.1}
\end{equation*}
$$

for all multi-indices $\beta_{1}, \ldots, \beta_{m}$. Let $T$ be given by

$$
T\left(f_{1}, \ldots, f_{m}\right)(x)=\int_{\mathbb{R}^{n m}} h\left(\xi_{1}, \ldots, \xi_{m}\right) \widehat{f_{1}}\left(\xi_{1}\right) \cdots \widehat{f_{m}}\left(\xi_{m}\right) e^{2 \pi i\left(\xi_{1}+\cdots+\xi_{m}\right) \cdot x} d \vec{\xi}
$$

for $f_{1}, \ldots, f_{m} \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. Then $T$ is a bounded linear operator from $L^{p_{1}} \times \cdots \times L^{p_{m}}$ into $L^{r}$ when $1<p_{i} \leqslant \infty$ and

$$
\frac{1}{p_{1}}+\cdots+\frac{1}{p_{m}}=\frac{1}{r}
$$

We need to define some notation that will be used in the following theorem. The space $L^{r}\left(\mathbb{R}^{n}, \ell_{L}^{\infty}\right)=L^{r} \ell_{L}^{\infty}$ is all $L$-tuples of complex valued measurable functions defined on $\mathbb{R}^{n},\left\{f_{j}\right\}_{1 \leqslant j \leqslant L}$, such that

$$
\left\|\left\{f_{j}\right\}\right\|_{L^{r} \ell_{L}^{\infty}}=\left\|\sup _{1 \leqslant j \leqslant L}\left|f_{j}\right|\right\|_{L^{r}}<\infty .
$$

The following theorem is the vector valued Calderón-Zygmund Theorem applied to the Banach spaces $L^{r}\left(\mathbb{R}^{n}\right)$ and $L^{r}\left(\mathbb{R}^{n}, \ell_{L}^{\infty}\right)$. Its proof can be found in [9, Theorem 5.6.1].

Theorem 2.3. Let $1<r \leqslant \infty, L \in \mathbb{Z}^{+}$. Suppose that $K_{1}, \ldots, K_{L}$ are integrable functions defined on $\mathbb{R}^{n}$ that satisfy

$$
\begin{gather*}
\left|K_{j}\right| \leqslant \frac{A_{j}}{|x|^{n}} \text { for almost all } x \in \mathbb{R}^{n} \backslash\{0\} \text { for some } A_{j}>0 \text {, and, }  \tag{2.2}\\
\sup _{y \neq 0} \int_{|x| \geqslant 2|y|} \sup _{1 \leqslant j \leqslant L}\left|K_{j}(x-y)-K_{j}(x)\right| d x \leqslant A \text { for some } A>0 . \tag{2.3}
\end{gather*}
$$

Define

$$
\vec{S}(f)(x)=\left(\left(K_{1} * f\right)(x), \ldots,\left(K_{L} * f\right)(x)\right), \quad x \in \mathbb{R}^{n}
$$

where $f \in \bigcup_{1<p \leqslant \infty} L^{p}\left(\mathbb{R}^{n}\right)$. Assume that $\vec{S}$ is a bounded linear operator from $L^{r}\left(\mathbb{R}^{n}\right)$ to $L^{r}\left(\mathbb{R}^{n}, \ell_{L}^{\infty}\right)$ with norm $B_{\star}$. Then there exists a constant $C_{n}$ such that

$$
\|\vec{S}(f)\|_{L^{p} \ell_{L}^{\infty}} \leqslant C_{n} \max \left(p,(p-1)^{-1}\right)\left(A+B_{\star}\right)\|f\|_{L^{p}}
$$

for all $f$ in $L^{p}\left(\mathbb{R}^{n}\right)$, whenever $1<p<\infty$.
Next we have a lemma that will be useful to us.
Lemma 2.4. Let $\mu \in \mathbb{R}^{n}$ and $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ then for all $1<p<\infty$ the following estimates hold

$$
\begin{align*}
& \left\|\sqrt{\sum_{j \in \mathbb{Z}}\left|\Delta_{j, \mu}^{\psi} f\right|^{2}}\right\|_{L^{p}} \leqslant C_{n, \psi} \max \left(p,(p-1)^{-1}\right) \ln (2+|\mu|)\|f\|_{L^{p}}  \tag{2.4}\\
& \left\|\sup _{j \in \mathbb{N}}\left|S_{j, \mu}^{\phi} f\right|\right\|_{L^{p}} \leqslant C_{n, \phi} \max \left(p,(p-1)^{-1}\right) \ln (2+|\mu|)\|f\|_{L^{p}}  \tag{2.5}\\
& \left\|\sup _{j \in \mathbb{N}}\left|\Delta_{j, \mu}^{\psi} f\right|\right\|_{L^{p}} \leqslant C_{n, \psi} \max \left(p,(p-1)^{-1}\right) \ln (2+|\mu|)\|f\|_{L^{p}} \tag{2.6}
\end{align*}
$$

Proof. The proof of 2.4 is given in 12 and omitted. For 2.5 we apply Theorem 2.3 where $K_{j}(x)=$ $2^{j n} \phi\left(2^{j} x+\mu\right)$, that is the operator

$$
\vec{S}(f)=\left(2^{n} \phi(2 \cdot+\mu) * f(x), \ldots, 2^{L n} \phi\left(2^{L} \cdot+\mu\right) * f(x)\right), \quad x \in \mathbb{R}^{n}
$$

where $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ and $L \in \mathbb{N}$. For the size condition 2.2 we have

$$
\left|K_{j}\right|=\left|2^{j n} \phi\left(2^{j} x+\mu\right)\right| \leqslant c_{n, \phi} \frac{2^{j n}}{\left(1+\left|2^{j} x+\mu\right|\right)^{n}} \leqslant c_{n, \mu, \phi} \frac{1}{|x|^{n}}
$$

since $\phi$ is a Schwartz function. The smoothness estimate, 2.3 follows from the inequality

$$
\begin{equation*}
\sup _{y \neq 0} \int_{|x| \geqslant 2|y|} \sum_{1 \leqslant j \leqslant L} 2^{j n}\left|\phi\left(2^{j}(x-y)+\mu\right)-\phi\left(2^{j} x+\mu\right)\right| d x \leqslant C_{n} \ln (2+|\mu|) . \tag{2.7}
\end{equation*}
$$

In [12, 2.7) is proven with $\psi$ in place of $\phi$. However the same proof applies here as the only property of $\psi$ used in the proof is that it is a Schwartz function. Thus, we obtain the smoothness estimate (2.3)
with $A=C_{n} \ln (2+|\mu|)$. Lastly, observe that $\vec{S}$ is a bounded operator from $L^{\infty}\left(\mathbb{R}^{n}\right)$ to $L^{\infty}\left(\mathbb{R}^{n}, \ell_{L}^{\infty}\right)$ with $B_{\star}=\|\phi\|_{1}$. Thus we satisfy the hypothesis of (2.3), giving

$$
\left\|\sup _{1 \leqslant j \leqslant L}\left|\mathcal{S}_{j, \mu}^{\phi} f\right|\right\|_{L^{p}} \leqslant C_{n} \max \left(p,(p-1)^{-1}\right) \ln (2+|\mu|)\|f\|_{L^{p}}
$$

Applying Lebesgue monotone convergence theorem and letting $L \rightarrow \infty$ we obtain 2.5. A similar argument can be made for 2.6 .

Note that in the $L^{\infty}$ case we obtain,

$$
\sup _{j \in \mathbb{N}}\left|S_{j, \mu}^{\phi} f(x)\right| \leqslant \sup _{j \in \mathbb{N}} 2^{j n} \int\left|\phi\left(2^{j} y+\mu\right)\|f(x-y) \mid d y \leqslant\| f\left\|_{L^{\infty}}\right\| \phi \|_{L^{1}} .\right.
$$

Hence, $\left\|\sup _{j \in \mathbb{N}}\left|S_{j, \mu}^{\phi} f\right|\right\|_{L^{\infty}} \lesssim\|f\|_{L^{\infty}}$, and by the same argument $\left\|\sup _{j \in \mathbb{N}}\left|\Delta_{j, \mu}^{\psi} f\right|\right\|_{L^{\infty}} \lesssim\|f\|_{L^{\infty}}$.

## 3. Proof of Theorem 1.1

As highlighted in the introduction, this proof constitutes an extension of the work presented in [12]. While many of the methods employed align with those in the referenced work, the technical intricacies are different. For this reason we provide all the details.

First suppose that $p_{j}<\infty$ for all $j \in\{1, \ldots, m\}$. We begin with a decomposition of $\mathbb{Z}^{m}$. For $\vec{\eta}=$ $\left(\eta_{1}, \ldots, \eta_{m}\right) \in\{0,1\}^{m} \backslash\{0\}$ let

$$
\begin{aligned}
\mathscr{B}_{\vec{\eta}}:=\{ & \left(j_{1}, \ldots, j_{m}\right) \in \mathbb{Z}^{m}: \text { If } \eta_{t}=1 \text { for some } 1 \leqslant t \leqslant m \text { then, } \max \left\{j_{1}, \ldots, j_{m}\right\}=j_{t} \text { and } j_{t}>0 . \\
& \text { If } \left.\eta_{t}=0 \text { then } \max \left\{j_{1}, \ldots, j_{m}\right\}>j_{t} .\right\} .
\end{aligned}
$$

Notice that

$$
\begin{equation*}
\mathbb{Z}^{m}=\left(\underset{\vec{\eta} \in\{0,1\}^{m} \backslash\{0\}}{\bigsqcup} \mathscr{B}_{\vec{\eta}}\right) \bigsqcup\left(\mathbb{Z}_{\leqslant 0}\right)^{m} \tag{3.1}
\end{equation*}
$$

where $\mathbb{Z}_{\leqslant 0}=\{0,-1,-2, \ldots\}$. Observe for $f_{k} \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ we have

$$
\begin{align*}
& J^{s}\left(f_{1} f_{2} \cdots f_{m}\right)(x) \\
& =\int_{\mathbb{R}^{m n}}\left(1+\left|\xi_{1}+\cdots+\xi_{m}\right|^{2}\right)^{\frac{s}{2}} \widehat{f}_{1}\left(\xi_{1}\right) \widehat{f_{2}}\left(\xi_{2}\right) \cdots \widehat{f_{m}}\left(\xi_{m}\right) e^{2 \pi i\left(\xi_{1}+\cdots+\xi_{m}\right) \cdot x} d \xi_{1} d \xi_{2} \cdots d \xi_{m} \\
& =\sum_{\vec{j} \in \mathbb{Z}^{m}} \int_{\mathbb{R}^{m n}}\left(1+\left|\xi_{1}+\cdots+\xi_{m}\right|^{2}\right)^{\frac{s}{2}} \widehat{\Psi}\left(2^{-j_{1}} \xi_{1}\right) \cdots \widehat{\Psi}\left(2^{-j_{m}} \xi_{m}\right) \widehat{f}_{1}\left(\xi_{1}\right) \cdots \widehat{f_{m}}\left(\xi_{m}\right) e^{2 \pi i\left(\xi_{1}+\cdots+\xi_{m}\right) \cdot x} d \vec{\xi} \tag{3.2}
\end{align*}
$$

For ease of notation let

$$
u_{\vec{j}}(\vec{\xi}, x):=\left(1+\left|\xi_{1}+\cdots+\xi_{m}\right|^{2}\right)^{\frac{s}{2}} \widehat{\Psi}\left(2^{-j_{1}} \xi_{1}\right) \cdots \widehat{\Psi}\left(2^{-j_{m}} \xi_{m}\right) \widehat{f_{1}}\left(\xi_{1}\right) \cdots \widehat{f_{m}}\left(\xi_{m}\right) e^{2 \pi i\left(\xi_{1}+\cdots+\xi_{m}\right) \cdot x}
$$

Breaking the sum over $\mathbb{Z}^{m}$ into the $2^{m}$ disjoint sets we may write 3.2 as

$$
\begin{align*}
J^{s}\left(f_{1} f_{2} \cdots f_{m}\right)(x) & =\sum_{\vec{j} \in \mathbb{Z}^{m}} \int_{\mathbb{R}^{m n}} u_{\vec{j}}(\vec{\xi}, x) d \vec{\xi} \\
& =\sum_{\vec{\eta} \in\{0,1\}^{m} \backslash\{0\}} \sum_{\vec{j} \in \mathscr{B}_{\vec{\eta}}} \int_{\mathbb{R}^{m n}} u_{\vec{j}}(\vec{\xi}, x) d \vec{\xi}+\sum_{\vec{j} \in\left(\mathbb{Z}_{\leqslant 0}\right)^{m}} \int_{\mathbb{R}^{m n}} u_{\vec{j}}(\vec{\xi}, x) d \vec{\xi} . \tag{3.3}
\end{align*}
$$

For the second term in 3.3 we have

$$
\begin{align*}
& \sum_{\vec{j} \in\left(\mathbb{Z}_{\leqslant 0}\right)^{m}} \int_{\mathbb{R}^{m n}} u_{\vec{j}}(\vec{\xi}, x) d \vec{\xi} \\
= & \int_{\mathbb{R}^{n m}}\left(1+\left|\xi_{1}+\cdots+\xi_{m}\right|^{2}\right)^{\frac{s}{2}} \widehat{\Phi}\left(\xi_{1}\right) \widehat{f}_{1}\left(\xi_{1}\right) \cdots \widehat{\Phi}\left(\xi_{m}\right) \widehat{f_{m}}\left(\xi_{m}\right) e^{2 \pi i\left(\xi_{1}+\cdots+\xi_{m}\right) \cdot x} d \vec{\xi} \tag{3.4}
\end{align*}
$$

Let $w:=\left(S_{0} f_{1}\right) \cdots\left(S_{0} f_{m}\right)$. Note that $\widehat{w}$ is supported in $|\xi| \leqslant 2 m$. Thus we have

$$
\widehat{w}(\xi)=\widehat{\Phi}\left(2^{-m} \xi\right) \widehat{w}(\xi)
$$

since $\widehat{\Phi}\left(2^{-m}\right.$.) equals 1 on the support of $\widehat{w}$. It follows that 3.4 can be written as

$$
\begin{equation*}
\int_{\mathbb{R}^{n}}\left(1+|\xi|^{2}\right)^{\frac{s}{2}} \widehat{\Phi}\left(2^{-m} \xi\right) \widehat{w}(\xi) e^{2 \pi i \xi \cdot x} d \xi \tag{3.5}
\end{equation*}
$$

Let $\sigma(\xi):=\left(1+|\xi|^{2}\right)^{\frac{s}{2}} \widehat{\Phi}\left(2^{-m} \xi\right)$ which is a smooth function with compact support. Hence, we may expand it in Fourier series

$$
\sigma(\xi)=\chi_{\left[-2^{m+1}, 2^{m+1}\right]^{n}}(\xi) \sum_{\mu \in \mathbb{Z}^{n}} c_{\mu} e^{2 \pi i \xi \cdot \frac{\mu}{2^{m+2}}}
$$

where the Fourier coefficients decay rapidly in $\mu$. Let $\tilde{r}=\min \{1, r\}$. It follows

$$
\begin{aligned}
\left\|\int_{\mathbb{R}^{n}} \sigma(\xi) \widehat{w}(\xi) e^{2 \pi i \xi \cdot x} d \xi\right\|_{L^{r}(d x)}^{\tilde{r}} & =\left\|\sum_{\mu \in \mathbb{Z}^{n}} \int_{\mathbb{R}^{n}} c_{\mu} e^{2 \pi i \xi \cdot \frac{\mu}{2^{m+2}}} \widehat{w}(\xi) e^{2 \pi i \xi \cdot x} d \xi\right\|_{L^{r}(d x)}^{\tilde{r}} \\
& \lesssim \sum_{\mu \in \mathbb{Z}^{n}}\left|c_{\mu}\right|^{\tilde{r}}\left\|\left(S_{0} f_{1}\right)\left(x+2^{-(m+2)} \mu\right) \cdots\left(S_{0} f_{m}\right)\left(x+2^{-(m+2)} \mu\right)\right\|_{L^{r}(d x)}^{\tilde{r}} \\
& \lesssim\left\|S_{0} f_{1}\right\|_{L^{p_{1}}}^{\tilde{r}} \cdots\left\|S_{0} f_{m}\right\|_{L^{p_{m}}}^{\tilde{r}} \\
& \lesssim\left\|J^{-s} J^{s} f_{1}\right\|_{L^{p_{1}}}^{\tilde{r}}\left\|f_{2}\right\|_{L^{p_{2}}}^{\tilde{r}} \cdots\left\|f_{m}\right\|_{L^{p_{m}}}^{\tilde{r}} \\
& \lesssim\left\|J^{s} f_{1}\right\|_{L^{p_{1}}}^{\tilde{r}}\left\|f_{2}\right\|_{L^{p_{2}}}^{\tilde{r}} \cdots\left\|f_{m}\right\|_{L^{p_{m}}}^{\tilde{r}}
\end{aligned}
$$

The last line above is justified by the fact that the Bessel potential $J^{-s}$ is an $L^{p_{1}}$ Fourier multiplier operator. Now to bound the first term in (3.3), that is

$$
\begin{align*}
\sum_{\vec{\eta} \in\{0,1\}^{m} \backslash\{0\}} \sum_{\vec{j} \in \mathscr{B}_{\vec{\eta}}} \int_{\mathbb{R}^{m n}}\left(1+\mid \xi_{1}+\right. & \left.\cdots+\left.\xi_{m}\right|^{2}\right)^{\frac{s}{2}} \widehat{\Psi}\left(2^{-j_{1}} \xi_{1}\right) \cdots \widehat{\Psi}\left(2^{-j_{m}} \xi_{m}\right)  \tag{3.6}\\
& \times \widehat{f}_{1}\left(\xi_{1}\right) \cdots \widehat{f_{m}}\left(\xi_{m}\right) e^{2 \pi i\left(\xi_{1}+\cdots+\xi_{m}\right) \cdot x} d \vec{\xi}
\end{align*}
$$

From (3.6) we see it is sufficient to consider an $\vec{\eta}$ with exactly $b$ ones. Moreover, by symmetry it is sufficient to only consider when the first $b$ entries are ones, specifically let

$$
\vec{\eta}_{0}=(\underbrace{1,1, \ldots, 1}_{b}, 0,0, \ldots, 0) .
$$

Notice that $\mathscr{B}_{\overrightarrow{\eta_{0}}}$ is the elements of $\mathbb{Z}^{m}$ where the first $b$ entries are the same, positive and strictly bigger then the remaining entries. It follows to estimate (3.6) it is enough to only consider the term

$$
\begin{align*}
& \int_{\mathbb{R}^{m n}} \sum_{\vec{j} \in \mathscr{B}_{\overrightarrow{\eta_{0}}}} u_{\vec{j}}(\vec{\xi}, x) d \vec{\xi} \\
& =\sum_{j \in \mathbb{N}} \int_{\mathbb{R}^{m n}}(1  \tag{3.7}\\
& \left.\quad+\left|\xi_{1}+\cdots+\xi_{m}\right|^{2}\right)^{\frac{s}{2}} \widehat{\Psi}\left(2^{-j} \xi_{1}\right) \cdots \widehat{\Psi}\left(2^{-j} \xi_{b}\right) \widehat{\Phi}\left(2^{-j+1} \xi_{b+1}\right) \cdots \widehat{\Phi}\left(2^{-j+1} \xi_{m}\right) \\
& \quad \times \widehat{f}_{1}\left(\xi_{1}\right) \cdots \widehat{f_{m}}\left(\xi_{m}\right) e^{2 \pi i\left(\xi_{1}+\cdots+\xi_{m}\right) \cdot x} d \vec{\xi}
\end{align*}
$$

We will break the proof into two cases; when $b=1$, which we call off-diagonal terms and when $b>1$, which we call diagonal terms.

## 3.1. $\quad b=1$ : Off-Diagonal Term

Fix $a \in \mathbb{N}$ to be determined later. When $b=13.7$ is equal to

$$
\begin{align*}
= & \sum_{j \in \mathbb{N}} \int_{\mathbb{R}^{m n}}\left(1+\left|\xi_{1}+\cdots+\xi_{m}\right|^{2}\right)^{\frac{s}{2}} \widehat{\Psi}\left(2^{-j} \xi_{1}\right)\left(\sum_{j-a<j_{2}<j} \widehat{\Psi}\left(2^{-j_{2}} \xi_{2}\right)+\widehat{\Phi}\left(2^{-j+a} \xi_{2}\right)\right) \times \cdots  \tag{3.8}\\
& \times\left(\sum_{j-a<j_{m}<j} \widehat{\Psi}\left(2^{-j_{m}} \xi_{m}\right)+\widehat{\Phi}\left(2^{-j+a} \xi_{m}\right)\right) \hat{f}_{1}\left(\xi_{1}\right) \cdots \widehat{f_{m}}\left(\xi_{m}\right) e^{2 \pi i\left(\xi_{1}+\cdots+\xi_{m}\right) \cdot x} d \vec{\xi}
\end{align*}
$$

Multiplying out the product in (3.8) we see it is equal to

$$
\begin{align*}
& \sum_{j \in \mathbb{N}} \int_{\mathbb{R}^{m n}}\left(1+\left|\xi_{1}+\cdots+\xi_{m}\right|^{2}\right)^{\frac{s}{2}} \widehat{\Psi}\left(2^{-j} \xi_{1}\right) \widehat{f}_{1}\left(\xi_{1}\right) \widehat{\Phi}\left(2^{-j+a} \xi_{2}\right) \widehat{f}_{2}\left(\xi_{2}\right) \widehat{\Phi}\left(2^{-j+a} \xi_{3}\right) \widehat{f}_{3}\left(\xi_{3}\right) \times \cdots  \tag{3.9}\\
& \quad \times \widehat{\Phi}\left(2^{-j+a} \xi_{m}\right) \widehat{f_{m}}\left(\xi_{m}\right) e^{2 \pi i\left(\xi_{1}+\cdots+\xi_{m}\right) \cdot x} d \vec{\xi}
\end{align*}
$$

plus finitely many other terms of the form

$$
\begin{gather*}
\sum_{j \in \mathbb{N}} \int_{\mathbb{R}^{m n}}\left(1+\left|\xi_{1}+\cdots+\xi_{m}\right|^{2}\right)^{\frac{s}{2}} \widehat{\Psi}\left(2^{-j} \xi_{1}\right) \hat{f}_{1}\left(\xi_{1}\right) V_{j}^{2}\left(\xi_{2}\right) \widehat{f}_{2}\left(\xi_{2}\right) V_{j}^{3}\left(\xi_{3}\right) \widehat{f}_{3}\left(\xi_{3}\right) \times \cdots  \tag{3.10}\\
\cdots \times V_{j}^{m}\left(\xi_{m}\right) \widehat{f_{m}}\left(\xi_{m}\right) e^{2 \pi i\left(\xi_{1}+\cdots+\xi_{m}\right) \cdot x} d \vec{\xi}
\end{gather*}
$$

where at least one $V_{j}^{k}$ is $\widehat{\Psi}\left(2^{-k}.\right)$ with $k \sim j$ and rest are $\widehat{\Phi}\left(2^{-j+a}.\right)$. As $j \sim k$, where the implicit constant depends on $a$, the finitely many terms of the form in 3.10 will be handled by the same technique used in the $b>1$ case. Thus for the $b=1$ case it is sufficient to only consider $(3.9)$.

Now to determine $a$. Looking at the Fourier transform of (3.9) the idea is to pick $a$ large enough so that we have $\left|\xi_{1}\right| \gg\left|\xi_{k}\right|$ for $k \in\{2, \ldots, m\}$. For $a$ large enough the Fourier transform of a summand of (3.9) is supported in the algebraic sum of an annulus with $m-1$ relatively much smaller balls, which is a slightly bigger annulus. Specifically, if $a>\log _{2}(8 m)$ then on the Fourier transform side we have that $\left|\xi_{k}\right| \leqslant 2^{j-a+1}<\frac{1}{2 m} 2^{j-1} \leqslant \frac{1}{2 m}\left|\xi_{1}\right|$, which then implies by the reverse triangle inequality that

$$
\frac{1}{2}\left|\xi_{1}\right| \leqslant\left|\xi_{1}+\cdots+\xi_{m}\right| \leqslant 2\left|\xi_{1}\right|
$$

Let

$$
\begin{equation*}
\Pi\left(\xi_{1}, \ldots, \xi_{m}\right)=\sum_{j \in \mathbb{N}} \widehat{\Psi}\left(2^{-j} \xi_{1}\right) \hat{\Phi}\left(2^{-j+a} \xi_{2}\right) \cdots \widehat{\Phi}\left(2^{-j+a} \xi_{m}\right) \tag{3.11}
\end{equation*}
$$

then (3.9) can be expressed by

$$
\int_{\mathbb{R}^{m n}}\left\langle\xi_{1}+\cdots+\xi_{m}\right\rangle^{s}\left\langle\xi_{1}\right\rangle^{-s} \Pi\left(\xi_{1}, \ldots, \xi_{m}\right) \widehat{J^{s} f_{1}}\left(\xi_{1}\right) \cdots \widehat{f_{m}}\left(\xi_{m}\right) e^{2 \pi i\left(\xi_{1}+\cdots+\xi_{m}\right) \cdot x} d \vec{\xi}
$$

We proceed by showing that

$$
\begin{equation*}
\frac{\left\langle\xi_{1}+\cdots+\xi_{m}\right\rangle^{s}}{\left\langle\xi_{1}\right\rangle^{s}} \Pi\left(\xi_{1}, \ldots, \xi_{m}\right) \tag{3.12}
\end{equation*}
$$

is a Coifman-Meyer multiplier, i.e., it satisfies estimates 2.1). First observe that $\Pi$ is a Coifman-Meyer multiplier. To see this observe for a multi-index $\vec{\beta}=\left(\beta_{1}, \ldots, \beta_{m}\right)$ and $\partial^{\vec{\beta}}=\partial_{\xi_{1}}^{\beta_{1}} \cdots \partial_{\xi_{m}}^{\beta_{m}}$ we have

$$
\begin{align*}
& \left|\partial^{\vec{\beta}} \Pi\left(\xi_{1}, \ldots, \xi_{m}\right)\right| \\
& \quad \leqslant \sum_{j \in \mathbb{Z}} C_{\alpha_{1}, \ldots, \alpha_{l}}\left|\partial^{\beta_{1}} \widehat{\Psi}\left(2^{-j} \xi_{1}\right)\right| 2^{-\left|\beta_{1}\right| j}\left|\partial^{\beta_{2}} \widehat{\Phi}\left(2^{-j+a} \xi_{2}\right)\right| 2^{-\left|\beta_{2}\right| j} \cdots\left|\partial^{\beta_{m}} \widehat{\Phi}\left(2^{-j+a} \xi_{m}\right)\right| 2^{-\left|\beta_{m}\right| j}  \tag{3.13}\\
& \quad \lesssim\left|2^{-j} \xi_{1}\right|^{-\left(\left|\beta_{1}\right|+\cdots+\left|\beta_{m}\right|\right)} 2^{-\left|\beta_{1}\right| j} 2^{-\left|\beta_{2}\right| j} 2^{-\left|\beta_{m}\right| j} \chi_{\operatorname{supp}(\Pi)}(\vec{\xi}) \\
& \quad \lesssim\left(\left|\xi_{1}\right|+\cdots+\left|\xi_{m}\right|\right)^{-\left(\left|\beta_{1}\right|+\cdots+\left|\beta_{m}\right|\right)} \tag{3.14}
\end{align*}
$$

where the last inequality is due to $\left|\xi_{1}\right|$ being bigger than all other $\left|\xi_{k}\right|$. Furthermore, partials can be brought into the sum because for any fixed value of $\xi$, it is a finite sum.

For $y \in \mathbb{R}^{n}$ define

$$
\gamma(y)=\left(1+|y|^{2}\right)^{\frac{q}{2}}
$$

where $q \in \mathbb{R}$. We will show

$$
\begin{equation*}
\left|\partial^{\beta} \gamma(y)\right| \leqslant C_{n, \beta, q}(1+|y|)^{q-|\beta|} \tag{3.15}
\end{equation*}
$$

for multi-index $\beta$. Let $\gamma_{*}(t, y)=\left(t^{2}+|y|^{2}\right)^{\frac{q}{2}}$ where $t \in \mathbb{R}$, notice $\gamma_{*}(1, y)=\gamma(y)$. Observe that by homogeneity we have $\gamma_{*}(\lambda t, \lambda y)=\lambda^{q} \gamma_{*}(t, y)$ for any $\lambda>0$, thus for a multi-index $\beta$ and any $(t, y) \in \mathbb{R} \times \mathbb{R}^{n}$ we have

$$
\lambda^{|\beta|-q} \partial^{\beta} \gamma_{*}(\lambda(t, y))=\partial^{\beta} \gamma_{*}(t, y)
$$

Letting $\lambda=|(t, y)|^{-1} \neq 0$ we obtain

$$
\begin{equation*}
\left|\partial^{\beta} \gamma_{*}(t, y)\right| \leqslant|(t, y)|^{q-|\beta|} \sup _{(t, y)^{\prime} \in \mathbb{S}^{n}}\left|\partial^{\beta} \gamma_{*}\left((t, y)^{\prime}\right)\right| \tag{3.16}
\end{equation*}
$$

Letting $t=1$ and using that $\gamma_{*}$ is smooth on the sphere $\mathbb{S}^{n}$, so bounded there we deduce (3.15).
Let $\gamma_{1}(\vec{\xi})=\left\langle\xi_{1}+\cdots+\xi_{m}\right\rangle^{s}$, and $\gamma_{2}\left(\xi_{1}\right)=\left\langle\xi_{1}\right\rangle^{-s}$, then 3.12 is equal to $\Pi \gamma_{1} \gamma_{2}$. Let $\beta_{1}=\alpha_{1}^{1}+\alpha_{2}^{1}+\alpha_{3}^{1}$ and $\beta_{k}=\alpha_{1}^{k}+\alpha_{2}^{k}$ for $k \in\{2, \ldots, m\}$. By Leibniz rule $\partial_{\xi_{1}}^{\beta_{1}} \cdots \partial_{\xi_{m}}^{\beta_{m}}\left(\gamma_{1} \gamma_{2} \Pi\right)$ is a linear combination of terms of the form

$$
\begin{equation*}
\left[\partial_{\xi_{1}}^{\alpha_{1}^{m}} \cdots \partial_{\xi_{m}}^{\alpha_{1}^{1}} \Pi\right]\left[\partial_{\xi_{1}}^{\alpha_{2}^{m}} \cdots \partial_{\xi_{m}}^{\alpha_{2}^{1}} \gamma_{1}\right]\left[\partial_{\xi_{1}}^{\alpha_{3}^{1}} \gamma_{2}\right] \tag{3.17}
\end{equation*}
$$

By (3.15 we have the absolute value of (3.17) is bounded by a constant multiple of

$$
\begin{align*}
& \left(\left|\xi_{1}\right|+\cdots+\left|\xi_{m}\right|\right)^{-\sum \alpha_{1}^{k}}\left(1+\left|\xi_{1}+\cdots+\xi_{m}\right|\right)^{\frac{s}{2}-\sum \alpha_{2}^{k}}\left(1+\left|\xi_{1}\right|\right)^{-\frac{s}{2}-\alpha_{3}^{1}} \chi_{\operatorname{supp}(\Pi)}(\vec{\xi}) \\
& \lesssim\left(\left|\xi_{1}\right|+\cdots+\left|\xi_{m}\right|\right)^{-\left(\sum \alpha_{1}^{k}+\sum \alpha_{2}^{k}+\alpha_{3}^{1}\right)}  \tag{3.18}\\
& =\left(\left|\xi_{1}\right|+\cdots+\left|\xi_{m}\right|\right)^{-\left(\beta_{1}+\cdots+\beta_{m}\right)}
\end{align*}
$$

where in 3.18 we used $\left|\xi_{1}+\cdots+\xi_{m}\right| \sim\left|\xi_{1}\right|$ on the support of $\Pi$, and that $\left|\xi_{k}\right| \leqslant \frac{1}{2 m}\left|\xi_{1}\right|$. It follows that 3.12 is a Coifman-Meyer multiplier, therefore applying Theorem 2.2 gives the desired inequality.

## 3.2. $\quad b>1$ : Diagonal Term

Now we focus on the diagonal term; (3.7) when $b>1$ is given by

$$
\begin{align*}
& \sum_{j \in \mathbb{N}} \int_{\mathbb{R}^{m n}}\left\langle\xi_{1}+\cdots+\xi_{m}\right\rangle^{s} \widehat{\Psi}\left(2^{-j} \xi_{1}\right) \widehat{f}_{1}\left(\xi_{1}\right) \widehat{\Psi}\left(2^{-j} \xi_{2}\right) \widehat{f_{2}}\left(\xi_{2}\right) \cdots \widehat{\Psi}\left(2^{-j} \xi_{b}\right) \widehat{f}_{b}\left(\xi_{b}\right)  \tag{3.19}\\
& \quad \times \widehat{\Phi}\left(2^{-j+1} \xi_{b+1}\right) \widehat{f_{b+1}}\left(\xi_{b+1}\right) \cdots \widehat{\Phi}\left(2^{-j+1} \xi_{m}\right) \widehat{f_{m}}\left(\xi_{m}\right) e^{2 \pi i\left(\xi_{1}+\cdots+\xi_{m}\right) \cdot x} d \vec{\xi} \\
& =\sum_{j \in \mathbb{N}} J^{s}\left(\left(\Delta_{j} f_{1}\right)\left(\Delta_{j} f_{2}\right) \cdots\left(\Delta_{j} f_{b}\right)\left(S_{j-1} f_{b+1}\right) \cdots\left(S_{j-1} f_{m}\right)\right)
\end{align*}
$$

Recall we are assumeing that $p_{j}<\infty$ for $j \in\{1, \ldots, m\}$. Observe that $\hat{\Phi}\left(\left(m 2^{j+1}\right)^{-1}\left(\xi_{1}+\cdots+\xi_{m}\right)\right)$ equals 1 on the support of the integrand in (3.19). Let

$$
\sigma_{j}(\xi):=\left(2^{-2 j}+|\xi|^{2}\right)^{\frac{s}{2}} \widehat{\Phi}\left((2 m)^{-1} \xi\right)
$$

Expanding $\sigma_{j}$ in Fourier series we obtain

$$
\sigma_{j}(\xi)=\chi_{[-4 m, 4 m]^{n}}(\xi) \sum_{\mu \in \mathbb{Z}^{n}} c_{j, \mu} e^{2 \pi i \xi \cdot \frac{\mu}{8 m}}
$$

By Lemma 2.1 we have $\left|\widehat{\sigma}_{j}(\mu)\right|=\left|c_{j, \mu}\right| \lesssim(1+|\mu|)^{-n-s}$ independent of $j$ since $j>0$. Notice in the case $s \in 2 \mathbb{N}$ we have arbitrarily fast decay, that is, $\left|c_{j, \mu}\right| \lesssim(1+|\mu|)^{l}$ independent of $j>0$ and for any $l \in \mathbb{N}$. Since this simplifies the proof we will assume $s \notin 2 \mathbb{N}$. Let $\widehat{\Psi_{*}}(\xi)=|\xi|^{-s} \widehat{\Psi}(\xi)$ and $\Delta_{j}^{*}$ by given by convolution with $2^{j n} \Psi_{*}\left(2^{j} \cdot\right)$. Furthermore, let $\Delta_{\mu, j} f(x):=\Delta_{j} f\left(x+m^{-1} 2^{-j-3} \mu\right), \Delta_{\mu, j}^{*} f(x):=\Delta_{j}^{*} f\left(x+m^{-1} 2^{-j-3} \mu\right)$, and $S_{\mu, j} f(x):=S_{j} f\left(x+m^{-1} 2^{-j-3} \mu\right)$. It follows 3.19 is equal to

$$
\begin{aligned}
& \sum_{j \in \mathbb{N}} \int_{\mathbb{R}^{m n}} 2^{j s} \sigma_{j}\left(2^{-j}\left(\xi_{1}+\cdots+\xi_{m}\right)\right) \widehat{\Psi}\left(2^{-j} \xi_{1}\right) \widehat{f_{1}}\left(\xi_{1}\right) \widehat{\Psi}\left(2^{-j} \xi_{2}\right) \widehat{f_{2}}\left(\xi_{2}\right) \cdots \widehat{\Psi}\left(2^{-j} \xi_{b}\right) \hat{f}_{b}\left(\xi_{b}\right) \\
& \times \widehat{\Phi}\left(2^{-j+1} \xi_{b+1}\right) \widehat{f_{b+1}}\left(\xi_{b+1}\right) \cdots \widehat{\Phi}\left(2^{-j+1} \xi_{m}\right) \widehat{f_{m}}\left(\xi_{m}\right) e^{2 \pi i\left(\xi_{1}+\cdots+\xi_{m}\right) \cdot x} d \vec{\xi} \\
&=\sum_{j \in \mathbb{N}} \sum_{\mu \in \mathbb{Z}^{n}} c_{j, \mu} \int_{\mathbb{R}^{m n}} \widehat{\Psi_{*}}\left(2^{-j} \xi_{1}\right)\left|\xi_{1}\right|^{s} \widehat{f}_{1}\left(\xi_{1}\right) \widehat{\Psi}\left(2^{-j} \xi_{2}\right) \widehat{f_{2}}\left(\xi_{2}\right) \cdots \widehat{\Psi}\left(2^{-j} \xi_{b}\right) \widehat{f_{b}}\left(\xi_{b}\right) \\
& \times \widehat{\Phi}\left(2^{-j+1} \xi_{b+1}\right) \widehat{f_{b+1}}\left(\xi_{b+1}\right) \cdots \widehat{\Phi}\left(2^{-j+1} \xi_{m}\right) \widehat{f_{m}}\left(\xi_{m}\right) e^{2 \pi i\left(\xi_{1}+\cdots+\xi_{m}\right) \cdot\left(x+m^{-1} 2^{-j-3} \mu\right)} d \vec{\xi} \\
&=\sum_{j \in \mathbb{N}} \sum_{\mu \in \mathbb{Z}^{n}} c_{j, \mu}\left(\Delta_{\mu, j}^{*} D^{s} f_{1}\right)(x)\left(\Delta_{\mu, j} f_{2}\right)(x) \cdots\left(\Delta_{\mu, j} f_{b}\right)(x) \\
& \times\left(S_{\mu, j-1} f_{b+1}\right)(x) \cdots\left(S_{\mu, j-1} f_{m}\right)(x)
\end{aligned}
$$

where we can drop the characteristic function due to the support of the integrand. Then taking the absolute value of 3.20 and applying the Cauchy-Schwarz inequality we deduce

$$
\begin{align*}
& \left|\sum_{j \in \mathbb{N}} \sum_{\mu \in \mathbb{Z}^{n}} c_{j, \mu}\left(\Delta_{\mu, j}^{*} D^{s} f_{1}\right)\left(\Delta_{\mu, j} f_{2}\right) \cdots\left(\Delta_{\mu, j} f_{b}\right)\left(S_{\mu, j-1} f_{b+1}\right) \cdots\left(S_{\mu, j-1} f_{m}\right)\right| \\
& \leqslant \\
& \leqslant \sum_{\mu \in \mathbb{Z}^{n}}(1+|\mu|)^{-n-s}\left(\sum_{j \in \mathbb{N}}\left|\Delta_{\mu, j}^{*} D^{s} f_{1}\right|^{2}\right)^{\frac{1}{2}}\left(\sum_{j \in \mathbb{N}}\left|\left(\Delta_{\mu, j} f_{2}\right) \cdots\left(\Delta_{\mu, j} f_{b}\right)\left(S_{\mu, j-1} f_{b+1}\right) \cdots\left(S_{\mu, j-1} f_{m}\right)\right|^{2}\right)^{\frac{1}{2}}  \tag{3.21}\\
& \leqslant \\
& \leqslant \sum_{\mu \in \mathbb{Z}^{n}}(1+|\mu|)^{-n-s}\left(\sum_{j \in \mathbb{N}}\left|\Delta_{\mu, j}^{*} D^{s} f_{1}\right|^{2}\right)^{\frac{1}{2}}\left(\sum_{j \in \mathbb{N}}\left|\Delta_{\mu, j} f_{2}\right|^{2}\right)^{\frac{1}{2}} \\
& \quad \times \sup _{j \in \mathbb{N}}\left|\Delta_{\mu, j} f_{3}\right| \cdots \sup _{j \in \mathbb{N}}\left|\Delta_{\mu, j} f_{b}\right| \sup _{j \in \mathbb{N}}\left|S_{\mu, j-1} f_{b+1}\right| \cdots \sup _{j \in \mathbb{N}}\left|S_{\mu, j-1} f_{m}\right| .
\end{align*}
$$

Let $\tilde{r}=\min \{r, 1\}$. In view of the subadditivity property of the expression $\|\cdot\|_{L^{r}}^{\tilde{r}}$ and Hölder's inequality, applying $\|\cdot\|_{L^{r}}^{\tilde{r}}$ to 3.21 we obtain the bound

$$
\leqslant C_{n, m, s, p_{1}, \ldots, p_{l}} \sum_{\mu \in \mathbb{Z}^{n}}(1+|\mu|)^{\tilde{r}(-n-s)} \ln (2+|\mu|)^{m \tilde{r}}\left\|D^{s} f_{1}\right\|_{L^{p_{1}}}^{\tilde{r}}\left\|f_{2}\right\|_{L^{p_{2}}}^{\tilde{r}} \cdots\left\|f_{m}\right\|_{L^{p_{m}}}^{\tilde{r}},
$$

where we used Lemma 2.4. Since $D^{s} J^{-s}$ is a $L^{p_{1}}$ multiplier we obtain $\left\|D^{s} f_{1}\right\|_{L^{p_{1}}} \lesssim\left\|J^{s} f_{1}\right\|_{L^{p_{1}}}$, so all that remains to show is

$$
\begin{equation*}
\sum_{\mu \in \mathbb{Z}^{n}}(1+|\mu|)^{\tilde{r}(-n-s)} \ln (2+|\mu|)^{m \tilde{r}}<\infty \tag{3.22}
\end{equation*}
$$

Since $(n+s) \tilde{r}>n$ by hypothesis, $\alpha$ can be picked small enough so that $n<(n+s) \tilde{r}-m \tilde{r} \alpha=n+\epsilon_{1}$ with $\epsilon_{1}>0$, thus

$$
\sum_{\mu \in \mathbb{Z}^{n}}(1+|\mu|)^{-\tilde{r}(n+s)}(2+|\mu|)^{m \tilde{r} \alpha} \lesssim \sum_{\mu \in \mathbb{Z}^{n}} \frac{1}{(1+|\mu|)^{n+\epsilon_{1}}}<\infty
$$

### 3.3. The case where $\mathbf{p}_{\mathrm{j}}=\infty$ for some $j$

Now consider the case where $\frac{1}{m}<r<\infty$ and $1<p_{j} \leqslant \infty$, that is, we are now allowing for $p_{j}=\infty$ for some $j \in\{1, \ldots, m\}$. If all $p_{j}=\infty$, then 1.3 follows by applying the inequality in [3] inductively. So we may suppose that some but not all $p_{j}$ are infinite. Without loss of generality suppose $p_{k+1}=p_{k+2}=\ldots=p_{m}=\infty$ for some $1 \leqslant k<m$ and $p_{j}<\infty$ for $1 \leqslant j \leqslant k$. Let $f_{1}^{*}=f_{1}\left(f_{k+1} \cdots f_{m}\right)$. Applying the previous case (i.e., the case where all indices are less than infinity) to the product $f_{1}^{*} f_{2} \cdots f_{k}$ we obtain

$$
\begin{aligned}
\left\|J^{s}\left(f_{1} f_{2} \cdots f_{m}\right)\right\|_{L^{r}} & =\left\|J^{s}\left(f_{1}^{*} f_{2} \cdots f_{k}\right)\right\|_{L^{r}} \\
& \leqslant C\left(\left\|J^{s} f_{1}^{*}\right\|_{L^{p_{1}}}\left\|f_{2}\right\|_{L^{p_{2}}} \cdots\left\|f_{k}\right\|_{L^{p_{k}}}+\cdots+\left\|f_{1}^{*}\right\|_{L^{p_{1}}}\left\|f_{2}\right\|_{L^{p_{2}}} \cdots\left\|J^{s} f_{k}\right\|_{L^{p_{k}}}\right)
\end{aligned}
$$

Now we deduce 1.3 by inductively applying $m-k+1$ times the 2-factor Kato-Ponce (for instance Theorem 1 in [12]) to the term $\left\|J^{s} f_{1}^{*}\right\|_{L^{p_{1}}}$.

## 4. Homogeneous KP from Inhomogeneous KP

In [12] a dilation argument was used to show the sharpness of the range of $s$ for the inhomogeneous Kato-Ponce inequality. In this section we use a similar dilation argument to derive 1.2 directly from (1.3). This is quite advantageous since a direct proof of the homogeneous case requires a different paraproduct decomposition, and hence a different, albeit similar, proof.

We will use the following proposition to obtain the homogeneous Kato-Ponce inequality from the inhomogeneous one. Though this method is mentioned in the literature [6], [14] it needs some variant of Lemma 2.1 to obtain a uniform upper bound in the application of Lebesgue dominated convergence theorem, as done in the following proposition.
Proposition 4.1. Let $0<r \leqslant \infty, f \in \mathcal{S}\left(\mathbb{R}^{n}\right), \widehat{J_{R}^{s f}}:=\left(R^{-2}+|\cdot|^{2}\right)^{\frac{s}{2}} \widehat{f}$, and $s>\max (0, n(1 / r-1))$, then

$$
\lim _{R \rightarrow \infty}\left\|J_{R}^{s} f\right\|_{L^{r}}=\left\|D^{s} f\right\|_{L^{r}}
$$

Proof. First suppose $r<\infty$. By Lebesgue dominated convergence theorem $J_{R}^{s}$ converges pointwise to $D^{s} f$. By Lemma 2.1 we have the estimate $\left|J_{R}^{s} f(x)\right|^{r} \lesssim_{f}(1+|x|)^{-(n+s) r}$, thus by Lebesgue dominated convergence theorem again we have $\lim _{R \rightarrow \infty}\left\|J_{R}^{s} f\right\|_{L^{r}}=\left\|D^{s} f\right\|_{L^{r}}$. Now suppose $r=\infty$ and observe that

$$
\begin{align*}
\left|\left(J_{R}^{s} f-D^{s} f\right)(\xi)\right| & =\left|\int_{\mathbb{R}^{n}}\left(\left(R^{-2}+|y|^{2}\right)^{\frac{s}{2}}-|y|^{s}\right) \widehat{f}(y) e^{2 \pi i y \cdot \xi} d y\right|  \tag{4.1}\\
& \leqslant \int_{\mathbb{R}^{n}}\left(\left(1+|y|^{2}\right)^{\frac{s}{2}}-|y|^{s}\right)|\widehat{f}(y)| d y \tag{4.2}
\end{align*}
$$

As (4.2) is a uniform upper bound by Lebesgue dominated convergence theorem we can bring the limit over $R$ inside the integral of (4.1) to obtain the desired result.

We now derive (1.2) from (1.3): For $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ let $f_{R}:=f(R \cdot)$. Observe,

$$
\begin{aligned}
J^{s}\left(f_{R}\right)(\xi) & =\int_{\mathbb{R}^{n}}\left(1+|y|^{2}\right)^{\frac{s}{2}} R^{-n} \hat{f}\left(R^{-1} y\right) e^{2 \pi i y \cdot \xi} d y \\
& =R^{s} \int_{\mathbb{R}^{n}}\left(R^{-2}+|y|^{2}\right)^{\frac{s}{2}} \widehat{f}(y) e^{2 \pi i y \cdot R \xi} d y \\
& =R^{s} J_{R}^{s}(f)(R \xi) .
\end{aligned}
$$

It follows applying the inhomogeneous KP inequality to the dilated functions $\left(f_{1} \cdots f_{m}\right)_{R}=\left(f_{1}\right)_{R} \cdots\left(f_{m}\right)_{R}$ gives

$$
\begin{aligned}
& \left\|J_{R}^{s}\left(f_{1} \cdots f_{m}\right)(R \cdot)\right\|_{L^{r}} \\
& \quad \leqslant C\left(\left\|J_{R}^{s} f_{1}(R \cdot)\right\|_{L^{p_{1}}}\left\|f_{2}\right\|_{L^{p_{2}}} \cdots\left\|f_{m}\right\|_{L^{p_{m}}}+\cdots+\left\|f_{1}\right\|_{L^{p_{1}}}\left\|f_{2}\right\|_{L^{p_{2}}} \cdots\left\|J_{R}^{s} f_{m}(R \cdot)\right\|_{L^{p_{m}}}\right)
\end{aligned}
$$

where the $R^{s}$ term cancels from both sides. By a change of variables and using that $\frac{1}{r}=\frac{1}{p_{1}}+\cdots+\frac{1}{p_{m}}$ we obtain

$$
\begin{aligned}
& \left\|J_{R}^{s}\left(f_{1} \cdots f_{m}\right)\right\|_{L^{r}} \\
& \quad \leqslant C\left(\left\|J_{R}^{s} f_{1}\right\|_{L^{p_{1}}}\left\|f_{2}\right\|_{L^{p_{2}}} \cdots\left\|f_{m}\right\|_{L^{p_{m}}}+\cdots+\left\|f_{1}\right\|_{L^{p_{1}}}\left\|f_{2}\right\|_{L^{p_{2}}} \cdots\left\|J_{R}^{s} f_{m}\right\|_{L^{p_{m}}}\right)
\end{aligned}
$$

after canceling the $R^{-\frac{n}{r}}$ from both sides. We then deduce 1.2 by letting $R \rightarrow \infty$ and using Proposition 4.1.
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