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#### Abstract

We present two extrapolation methods for multi-sublinear operators that allow us to derive estimates for general functions from the corresponding estimates on characteristic functions. Of these methods, the first is applicable to general multi-sublinear operators while the second requires working with the so-called $(\varepsilon, \delta)$-atomic operators. Among the applications, we discuss some new endpoint estimates for the bilinear Hilbert transform.


## 1. Introduction

For a variety of important operators in analysis, it is easier to derive a restricted type estimate, that is an estimate on characteristic functions of measurable sets, than to derive an estimate for general functions. It is therefore interesting to ask what kind of estimates can be obtained from a known restricted type estimate. This is, for example, the case for the Carleson operator [5]

$$
S f(x)=\sup _{n}\left|\left(D_{n} * f\right)(x)\right|,
$$

where $f \in L^{1}(\mathbb{T})$ and $D_{n}$ is the Dirichlet kernel on $\mathbb{T}=\{z \in \mathbb{C} ;|z|=1\}$, for which the following estimate is known (see [11])

$$
\left\|S\left(\chi_{E}\right)\right\|_{L^{1, \infty}} \leq C D(|E|)
$$

with $D(t)=t\left(1+\log ^{+} \frac{1}{t}\right)$. Another example of this sort appears in the case of the bilinear Hilbert transform

$$
H(f, g)(x)=\frac{1}{\pi} \lim _{\varepsilon \rightarrow 0} \int_{|t| \geq \varepsilon} f(x-t) g(x+t) \frac{d t}{t}
$$

for which the following restricted type inequality has been proved in [3] (see also [4])

$$
\left|\left\{x \in \mathbb{R}:\left|H\left(\chi_{E}, \chi_{F}\right)(x)\right|>\lambda\right\}\right| \leq \frac{C}{\lambda^{2 / 3}}\left(1+\log ^{+} \frac{1}{\lambda}\right)^{4 / 3}(|E||F| \min (|E|,|F|))^{1 / 3}
$$
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for all $\lambda>0$. Writing the last expression in terms of the decreasing rearrangement of $H\left(\chi_{E}, \chi_{F}\right)$, one can easily see that

$$
\begin{equation*}
\left\|H\left(\chi_{E}, \chi_{F}\right)\right\|_{X} \leq C D(|E|,|F|) \tag{1.1}
\end{equation*}
$$

where $D(s, t)=(s t \min (s, t))^{1 / 2}\left(1+\log ^{+} \frac{1}{s t \min (s, t)}\right)^{2}$ and $X$ is the weak type weighted Lorentz space $\Lambda^{2 / 3, \infty}(w)$ defined by

$$
\|f\|_{\Lambda^{2 / 3, \infty}(w)}=\sup _{t>0} W(t)^{3 / 2} f^{*}(t),
$$

with $W(t)=\int_{0}^{t} w(s) d s$ and, in this case, $W(t)=t\left(1+\log ^{+} 1 / t\right)^{-4 / 3}$. In (1.1), the variables can be separated since for any $\alpha, \beta \in[0,1]$ with $\alpha+\beta=1$, we have $D(s, t) \leq D_{1}(s) D_{2}(t)$ where

$$
\begin{equation*}
D_{1}(s)=s^{\frac{1+\alpha}{2}}\left(1+\log ^{+} \frac{1}{s}\right)^{2}, \quad D_{2}(t)=t^{\frac{1+\beta}{2}}\left(1+\log ^{+} \frac{1}{t}\right)^{2} \tag{1.2}
\end{equation*}
$$

The preceding two examples provide the main motivation to investigate the boundedness properties of linear or multilinear operators for which restricted estimates are known. In the linear or sublinear case we assume that $T$ satisfies

$$
\begin{equation*}
\left\|T\left(\chi_{E}\right)\right\|_{X} \leq C D(|E|) \tag{1.3}
\end{equation*}
$$

for any measurable set $E,|E|<\infty$, where $D$ is increasing with $D(0)=0$ and $X$ is a general quasi-Banach lattice space. Analogously, in the bilinear or bi-sublinear case, $T$ may satisfy an estimate of the form

$$
\begin{equation*}
\left\|T\left(\chi_{E_{1}}, \chi_{E_{2}}\right)\right\|_{X} \leq C D\left(\left|E_{1}\right|,\left|E_{2}\right|\right) \tag{1.4}
\end{equation*}
$$

where $D$ is a function which is increasing in both variables with $D(0, \cdot)=D(\cdot, 0)=0$. The analysis of $m$-linear or $m$-sublinear operators for $m \geq 3$ presents no significant differences and thus for simplicity in our exposition we may focus on the case $m=2$.

In order to introduce the different approaches that we study in the present paper, we give an overview of the existing results in the linear (or sublinear) case. This study is motivated by the need to understand the a.e. convergence of Fourier series and thus the boundedness of the Carleson operator on spaces near $L^{1}$.

When $X=L^{1, \infty}$ and $D$ is a concave function it is shown in [14] that if $T$ satisfies (1.3) then $T$ maps $B_{D}^{*}$ (see [14] for the precise definition of this space) to $L^{1, \infty}$. The proof of this extrapolation result is based on decomposing each function $f$ into simple functions to which the initial hypotheses are applied. Here it is worthwhile to point out that as $X$ is a quasi-Banach space, additional issues appear since one needs to control the quasi-norm of a linear combination of functions. In this particular case one has that if $\left\{g_{j}\right\}_{j}$ is a sequence of functions with $\left\|g_{j}\right\|_{L^{1, \infty}} \leq 1$ then for any $\left\{c_{j}\right\}_{j} \subset \mathbb{R}$

$$
\begin{equation*}
\left\|\sum_{j} c_{j} g_{j}\right\|_{L^{1, \infty}} \lesssim\left\|\left\{c_{j}\right\}_{j}\right\|_{\ell(\log \ell)} . \tag{1.5}
\end{equation*}
$$

These ingredients appear in the adaptation of this scheme to the $m$-linear setting. The method introduced in [14] applied to the Carleson operator $S$ with $D(t)=$ $t\left(1+\log ^{+} \frac{1}{t}\right)$, gives that the Fourier series of each function in $L(\log L)(\log \log L)$
converges a.e.; this follows from the corresponding result in $B_{D}^{*}$ since the latter space contains the former, see [14] for the precise details.

Concerning the a.e. convergence of Fourier series and the boundedness of the Carleson operator, a closer space to $L^{1}$ was obtained by Antonov in [1], namely, $L(\log L)(\log \log \log L)$. The ideas in [1] have been exploited in [13] (see also [9] for related results) to obtain that Antonov's result is a particular example of a general extrapolation result: the method developed in [14] can be improved when applied to maximal operators $T_{*} f(x)=\sup _{j}\left|K_{j} * f(x)\right|$ where $K_{j} \in L^{1}$ (similar results are obtained for variable kernels, see [13], [9]). A further extension of these techniques is introduced in [6] and [7] where a more general class of operators, called $(\varepsilon, \delta)$-atomic (see the definition below), is considered. It is shown in [6] that if an $(\varepsilon, \delta)$-atomic operator $T$ satisfies (1.3), which is an estimate for characteristic functions, then the same estimate holds for any function $f \in L^{1}$ with $\|f\|_{\infty} \leq 1$ :

$$
\begin{equation*}
\|T f\|_{X} \leq C D\left(\|f\|_{1}\right) \tag{1.6}
\end{equation*}
$$

This means that taking (1.6) as the initial assumption (note that this with $f=\chi_{E}$ is (1.3)), in place of decomposing $f$ into simple functions as in [14], one can use more general bounded functions. This was used in [6] to give another proof of Antonov's result: The Carleson operator is ( $\varepsilon, \delta$ )-atomic and (1.6) holds with $X=L^{1, \infty}$ and $D(t)=t\left(1+\log ^{+} \frac{1}{t}\right)$. The key idea in [1] relies on decomposing each function $f$ according to the level sets $\left\{d_{k-1}<|f| \leq d_{k}\right\}$ with $d_{k}=2^{2^{k}}$. Again, to deal with linear combinations in $X$ one uses (1.5). This allows one to obtain an estimate from $L(\log L)(\log \log \log L)$ to $L^{1, \infty}$. Let us observe that having taken the more "natural" sequence $d_{k}=2^{k}$ would have led us to the smaller space $L(\log L)(\log \log L)$.

Motivated by the aforementioned results, in the present paper we extend the two approaches outlined above to the case of $m$-linear or $m$-sublinear operators. We first extend the approach in [14]: for general operators satisfying (1.4) we decompose the given functions into simple functions; the need to control the quasi-norm of linear combinations of simple functions requires a substitute for (1.5). Note that in this case it is natural to consider target spaces $X$ that are quasi-Banach spaces below $L^{1}$ (this is the case for the bilinear Hilbert transform). We use the concept introduced by Turpin [15] of the $\operatorname{Galb}(X)$ of a quasi-Banach space $X$ defined as follows

$$
\operatorname{Galb}(X)=\left\{\left(c_{n}\right)_{n} ; \sum_{n} c_{n} f_{n} \in X, \quad \text { whenever }\left\|f_{n}\right\|_{X} \leq 1\right\}
$$

endowed with the norm $\|c\|_{\operatorname{Galb}(X)}=\sup _{\left\|f_{n}\right\|_{X} \leq 1}\left\|\sum_{n} c_{n} f_{n}\right\|_{X}$. This Galb space was studied in [7] for the case of the weighted Lorentz spaces $X=\Lambda^{q}(w)$, for $0<q<\infty$, and also for the weak spaces $X=\Lambda^{q, \infty}(w)$.

Next, we introduce $(\varepsilon, \delta)$-atomic operators in the multi-variable setting. For these, estimates for characteristic functions of the form (1.4) can be extended to $L^{1}$ functions bounded by 1 (as in (1.6)). Thus we take as initial assumption the more general estimate

$$
\left\|T\left(f_{1}, \ldots, f_{m}\right)\right\|_{X} \leq C D\left(\left\|f_{1}\right\|_{1}, \ldots,\left\|f_{m}\right\|_{1}\right)
$$

for all functions $\left(f_{1}, \ldots, f_{m}\right) \in L^{1} \times \cdots \times L^{1}$ with $\left\|f_{j}\right\|_{\infty} \leq 1$ for $j=1, \ldots, m$. By decomposing general functions not only into sums of simple functions but also
into combinations of bounded functions, better results can be obtained following the ideas in [6] and [7]. Our main motivation in the study of this problem is to obtain estimates for the bilinear Hilbert transform. For this purpose, it is natural to consider quasi-Banach spaces with $\operatorname{Galb}(X)=\ell^{q}$ with $0<q<1$ and functions $D_{1}, D_{2}$ like in (1.2).

We denote by $L^{0}\left(\mathbb{R}^{n}\right)$ the class of Lebesgue measurable functions that are finite a.e. and by $g^{*}(t)=\inf \left\{s: \mu_{g}(s) \leq t\right\}$ the decreasing rearrangement of $g \in L^{0}$, where $\mu_{g}(y)=|\{x \in \mathbb{R}:|g(x)|>y\}|$ is the distribution function of $g$ with respect to the Lebesgue measure (we refer the reader to [2] for further information about distribution functions and decreasing rearrangements). For a measurable set $E, \chi_{E}$ denotes its characteristic function and $|E|$ its Lebesgue measure. For simplicity of presentation, we say that an operator $T$ is sublinear if $|T(\lambda f)|=|\lambda||T f|$ and

$$
\left|T\left(\sum_{n \in \mathbb{N}} f_{n}\right)\right| \leq \sum_{n \in \mathbb{N}}\left|T f_{n}\right|
$$

for all functions $f, f_{n}$ and $\lambda \in \mathbb{R}$. If we only have that $\left|T\left(f_{1}+f_{2}\right)\right| \leq\left|T f_{1}\right|+$ $\left|T f_{2}\right|$, then to obtain our conclusions we need to assume an additional boundedness condition on our operator $T$ such as

$$
T: L^{1}+L^{\infty} \longrightarrow L^{0}
$$

or assume some density property of the spaces in question.
For $m$-linear or $m$-sublinear operators we state and prove our results in the case $m=2$, since the case with more variables only presents trivial notational changes.

Given a function $D(s, t)$, increasing in each variable with $D(0, \cdot)=D(\cdot, 0)=0$, we write $d D=d D(s, t)$ for the measure in $[0, \infty)^{2}$ defined by

$$
d D([0, a) \times[0, b))=\iint_{[0, a) \times[0, b)} d D(s, t)=D(a, b) .
$$

Note that if $D$ is smooth then $d D(t, s)=\partial_{t} \partial_{s} D(t, s) d t d s$.

## 2. Decompositions into simple functions and estimates on Lorentz SPACES

Given an increasing function $D$ such that $D(0)=0$ and $0<q<\infty$, the Lorentz space $\Lambda^{q}(d D)$ is given by

$$
\|f\|_{\Lambda^{q}(d D)}=\left(\int_{0}^{\infty} f^{*}(t)^{q} d D(t)\right)^{\frac{1}{q}} \approx\left(\int_{0}^{\infty} \lambda^{q} D\left(\mu_{f}(\lambda)\right) \frac{d \lambda}{\lambda}\right)^{\frac{1}{q}}
$$

It is known that this space is quasi-Banach if and only if the function $D$ satisfies the $\Delta_{2}$-condition; that is $D(2 t) \leq C D(t)$ for some constant $C>0$ and for every $t>0$, see [8].
2.1. Sublinear case. We start with the sublinear case which already contains many of the ideas that will be used in the $m$-linear setting. We have the following result.

Theorem 2.1. Let $T$ be a sublinear operator, let $X$ be a quasi-Banach lattice space and let $D$ be an increasing function such that $D(0)=0$. Assume that, for any measurable set $E$ with $|E|<\infty$, we have

$$
\begin{equation*}
\left\|T\left(\chi_{E}\right)\right\|_{X} \leq C D(|E|) \tag{2.1}
\end{equation*}
$$

Then, the following are valid:
(a) If $\operatorname{Galb}(X)=\ell^{1}$, then

$$
T: \Lambda^{1}(d D) \longrightarrow X
$$

(b) If $\operatorname{Galb}(X)=\ell^{p}$ with $0<p<1$, then

$$
T: \Lambda^{p}\left(d D^{p}\right) \longrightarrow X
$$

(c) If $\operatorname{Galb}(X)=\ell(\log \ell)^{\alpha}$ with $\alpha>0$, then

$$
T: \Lambda_{\alpha}^{*}(d D) \longrightarrow X,
$$

where $\Lambda_{\alpha}^{*}(d D)$ is the subspace of $\Lambda^{1}(d D)$ defined by the functional

$$
\begin{aligned}
\|f\|_{\Lambda_{\alpha}^{*}(d D)} & =\int_{0}^{\infty} \lambda D\left(\mu_{f}(\lambda)\right)\left(1+\log ^{+} \frac{\|f\|_{\Lambda^{1}(d D)}}{\lambda D\left(\mu_{f}(\lambda)\right)}\right)^{\alpha} \frac{d \lambda}{\lambda} \\
& =\|f\|_{\Lambda^{1}(d D)} \int_{0}^{\infty} \varphi_{\alpha}\left(\frac{\lambda D\left(\mu_{f}(\lambda)\right)}{\|f\|_{\Lambda^{1}(d D)}}\right) \frac{d \lambda}{\lambda}
\end{aligned}
$$

with $\varphi_{\alpha}(t)=t\left(1+\log ^{+} 1 / t\right)^{\alpha}$.
We do not prove Theorem 2.1 here. In Theorem 2.6 below we obtain similar results for bi-sublinear operators and the arguments in that proof can be easily adapted in the proof of Theorem 2.1.

Remark 2.2. We notice that in (a) and (b) we do not "lose" information since we may recover the initial assumption by applying the obtained estimate to characteristic functions since $\left\|\chi_{E}\right\|_{\Lambda^{p}\left(d D^{p}\right)}=D(|E|)$. More precisely, given $X$ such that $\operatorname{Galb}(X)=\ell^{p}$ with $0<p \leq 1$ then

$$
\left\|T\left(\chi_{E}\right)\right\|_{X} \lesssim D(|E|), \quad|E|<\infty \quad \Longleftrightarrow \quad T: \Lambda^{p}\left(d D^{p}\right) \longrightarrow X
$$

The same occurs in $(c)$ since

$$
\left\|\chi_{E}\right\|_{\Lambda_{\alpha}^{*}(d D)}=D(|E|) \int_{0}^{1} \varphi_{\alpha}\left(\frac{\lambda D(|E|)}{D(|E|)}\right) \frac{d \lambda}{\lambda} \approx D(|E|)
$$

and therefore

$$
\left\|T\left(\chi_{E}\right)\right\|_{X} \lesssim D(|E|), \quad|E|<\infty \quad \Longleftrightarrow \quad T: \Lambda_{\alpha}^{*}(d D) \longrightarrow X
$$

Remark 2.3. Let us observe that Theorem 2.1 part (a) (with $D$ concave) is optimal in the sense that one cannot expect a space bigger than $\Lambda^{1}(d D)$ valid for every operator $T$ satisfying (2.1): we take $X=\Lambda^{1}(d D)$ which is a Banach space, $T=I d$ and we observe that $\left\|T\left(\chi_{E}\right)\right\|_{X}=D(|E|)$.

Example 2.4. Suppose that $X$ is any Banach space and hence $\operatorname{Galb}(X)=\ell^{1}$. If $D(t)=t^{1 / q}$ then $\Lambda(d D)=L^{q, 1}$ and we have that

$$
\left\|T\left(\chi_{E}\right)\right\|_{X} \lesssim|E|^{1 / q}, \quad|E|<\infty \quad \Longleftrightarrow \quad T: L^{q, 1} \longrightarrow X
$$

This is the best estimate one can obtain from the restricted type assumption on $T$. Naturally, this conclusion may not be optimal if $T$ itself maps the bigger space $L^{q}$ (when $q \geq 1$ ) into $X$.

The method of Theorem 2.1 does not use any specific property of the operator $T$. For instance, if we know that $T$ is a supremum of a sequence of linear operators (as in Moon's theorem [12]) or even more generally, that $T$ is atomic (see the corresponding definition in the next section), then we are able to obtain a better conclusion. Let us examine a few more examples using the previous method.

Example 2.5. In these examples we set $D(t)=t$.

- Let $X=L^{q, \infty}$ with $q>1$, hence $X$ is a Banach space. Then, we have for any sublinear operator $T$,

$$
\left\|T\left(\chi_{E}\right)\right\|_{L^{q, \infty}} \lesssim|E|, \quad|E|<\infty \quad \Longleftrightarrow \quad T: L^{1} \longrightarrow L^{q, \infty}
$$

We note that this equivalence can be obtained directly by working with simple functions.

- Let $X=L^{q, \infty}$ with $0<q<1$, hence $\operatorname{Galb}(X)=\ell^{q}$. In this case $\Lambda^{q}\left(d D^{q}\right)=L^{1, q}$ and, for any sublinear operator $T$,

$$
\left\|T\left(\chi_{E}\right)\right\|_{L^{q, \infty}} \lesssim|E|, \quad|E|<\infty \quad \Longleftrightarrow \quad T: L^{1, q} \longrightarrow L^{q, \infty} .
$$

However, Moon's theorem [12] says that under certain conditions on $T$, one obtains that $T$ maps $L^{1}$ into $L^{q, \infty}$ which is a stronger conclusion since $L^{1, q} \varsubsetneqq L^{1}$ for $0<q<1$.

- Let $X=L^{1, \infty}$, hence $\operatorname{Galb}(X)=\ell \log \ell$ and $\Lambda(d D)=L^{1}$. In this case we have $\Lambda_{1}^{*}(d D)=B_{\varphi_{0}}^{*}($ see [14]) and thus

$$
\left\|T\left(\chi_{E}\right)\right\|_{L^{1, \infty}} \lesssim|E|, \quad|E|<\infty \quad \Longleftrightarrow \quad T: \Lambda_{1}^{*}(d D) \longrightarrow L^{1, \infty}
$$

Yet another comparison with Moon's theorem yields that, under some conditions on $T$, it is bounded from $L^{1}$ into $L^{1, \infty}$ which is a stronger conclusion since

$$
\|f\|_{L^{1}}=\int_{0}^{\infty} \lambda \mu_{f}(\lambda) \frac{d \lambda}{\lambda} \leq \int_{0}^{\infty} \lambda \mu_{f}(\lambda)\left(1+\log ^{+} \frac{\|f\|_{L^{1}}}{\lambda \mu_{f}(\lambda)}\right) \frac{d \lambda}{\lambda}=\|f\|_{\Lambda_{1}^{*}(d D)}
$$

and hence, $\Lambda_{1}^{*}(d D) \subset L^{1}$. To see that this inclusion is proper we take

$$
f(x)=\frac{1}{x \log x(\log \log x)^{2}} \chi_{\left[e^{e}, \infty\right)}(x)
$$

We have that $f \in L^{1}$ but one can easily see that $\|f\|_{\Lambda_{1}^{*}(d D)}=\infty$. Thus, $\Lambda_{1}^{*}(d D)$ is a proper subspace of $L^{1}$.
2.2. Bi-sublinear case. Before discussing a bi-sublinear extension of Theorem 2.1 we introduce some notation. Given a function of two variables $D$ such that it is increasing in each variable and $D(0, \cdot)=D(\cdot, 0)=0$, let $\vec{\Lambda}^{p}\left(d D^{p}\right)$ be the function space given by

$$
\begin{aligned}
\left\|\left(f_{1}, f_{2}\right)\right\|_{\vec{\Lambda}^{p}\left(d D^{p}\right)} & =\int_{0}^{\infty} \int_{0}^{\infty} f_{1}^{*}\left(s_{1}\right)^{p} f_{2}^{*}\left(s_{2}\right)^{p} d D^{p}\left(s_{1}, s_{2}\right) \\
& \approx \int_{0}^{\infty} \int_{0}^{\infty} s_{1}^{p} s_{2}^{p} D\left(\mu_{f_{1}}\left(s_{1}\right), \mu_{f_{2}}\left(s_{2}\right)\right)^{p} \frac{d s_{1} d s_{2}}{s_{1} s_{2}}
\end{aligned}
$$

Notice that if $D\left(s_{1}, s_{2}\right)=D_{1}\left(s_{1}\right) D_{2}\left(s_{2}\right)$ then $d D^{p}\left(s_{1}, s_{2}\right)=d D_{1}^{p}\left(s_{1}\right) d D_{2}^{p}\left(s_{2}\right)$ and $\vec{\Lambda}^{p}\left(d D^{p}\right)=\Lambda^{p}\left(d D_{1}^{p}\right) \times \Lambda^{p}\left(d D_{2}^{p}\right)$ since $\left\|\left(f_{1}, f_{2}\right)\right\|_{\vec{\Lambda}^{p}\left(d D^{p}\right)}=\left\|f_{1}\right\|_{\Lambda^{p}\left(d D_{1}^{p}\right)}\left\|f_{2}\right\|_{\Lambda^{p}\left(d D_{2}^{p}\right)}$.

Analogously, we introduce the function space $\vec{\Lambda}_{\alpha}^{*}(d D)$ given by the functional:

$$
\begin{aligned}
& \left\|\left(f_{1}, f_{2}\right)\right\|_{\vec{\Lambda}_{\alpha}^{*}(d D)}= \\
& \quad=\int_{0}^{\infty} \int_{0}^{\infty} D\left(\mu_{f_{1}}\left(s_{1}\right), \mu_{f_{2}}\left(s_{2}\right)\right)\left[1+\log ^{+} \frac{\left\|\left(f_{1}, f_{2}\right)\right\|_{\vec{\Lambda}^{1}(d D)}}{s_{1} s_{2} D\left(\mu_{f_{1}}\left(s_{1}\right), \mu_{f_{2}}\left(s_{2}\right)\right)}\right]^{\alpha} d s_{1} d s_{2} \\
& \quad=\left\|\left(f_{1}, f_{2}\right)\right\|_{\vec{\Lambda}^{1}(d D)} \int_{0}^{\infty} \int_{0}^{\infty} \varphi_{\alpha}\left(\frac{s_{1} s_{2} D\left(\mu_{f_{1}}\left(s_{1}\right), \mu_{f_{2}}\left(s_{2}\right)\right)}{\left.\left\|\left(f_{1}, f_{2}\right)\right\|_{\vec{\Lambda}^{1}(d D)}\right)} \frac{d s_{1} d s_{2}}{s_{1} s_{2}}\right.
\end{aligned}
$$

with $\varphi_{\alpha}(t)=t\left(1+\log ^{+} 1 / t\right)^{\alpha}$. In this case, if $D\left(s_{1}, s_{2}\right)=D_{1}\left(s_{1}\right) D_{2}\left(s_{2}\right)$ we have that $\Lambda_{\alpha}^{*}\left(d D_{1}\right) \times \Lambda_{\alpha}^{*}\left(d D_{2}\right) \hookrightarrow \vec{\Lambda}_{\alpha}^{*}(d D)$ since $\left\|\left(f_{1}, f_{2}\right)\right\|_{\vec{\Lambda}_{\alpha}^{*}(d D)} \leq\left\|f_{1}\right\|_{\Lambda_{\alpha}^{*}\left(d D_{1}\right)}\left\|f_{2}\right\|_{\Lambda_{\alpha}^{*}\left(d D_{2}\right)}$.

We now state a bi-sublinear extension of Theorem 2.1:
Theorem 2.6. Let $T$ be a bi-sublinear operator and let $X$ be a quasi-Banach space. Let $D$ be a two-variable function increasing in each variable with $D(0, \cdot)=D(\cdot, 0)=$ 0. Assume that for all measurable sets $E_{1}, E_{2}$ with $\left|E_{1}\right|,\left|E_{2}\right|<\infty$, we have

$$
\begin{equation*}
\left\|T\left(\chi_{E_{1}}, \chi_{E_{2}}\right)\right\|_{X} \lesssim D\left(\left|E_{1}\right|,\left|E_{2}\right|\right) \tag{2.2}
\end{equation*}
$$

Then the following are valid:
(a) If $\operatorname{Galb}(X)=\ell^{1}$, then $T: \vec{\Lambda}^{1}(d D) \longrightarrow X$.
(b) If $\operatorname{Galb}(X)=\ell^{p}$ with $0<p<1$, then $T: \vec{\Lambda}^{p}\left(d D^{p}\right) \longrightarrow X$.
(c) If $\operatorname{Galb}(X)=\ell(\log \ell)^{\alpha}$ with $\alpha>0$, then $T: \vec{\Lambda}_{\alpha}^{*}(d D) \longrightarrow X$.

As an immediate consequence of this result and the discussion above, in the particular case $D(s, t)=D_{1}(s) D_{2}(t)$, we obtain the following result.

Corollary 2.7. Let $T$ be a bi-sublinear operator and let $X$ be a quasi-Banach space. Let $D_{1}, D_{2}$ be increasing functions that vanish at the origin. Assume that for all measurable sets $E_{1}, E_{2}$ with $\left|E_{1}\right|,\left|E_{2}\right|<\infty$ we have

$$
\begin{equation*}
\left\|T\left(\chi_{E_{1}}, \chi_{E_{2}}\right)\right\|_{X} \lesssim D_{1}\left(\left|E_{1}\right|\right) D_{2}\left(\left|E_{2}\right|\right) \tag{2.3}
\end{equation*}
$$

(a) If $\operatorname{Galb}(X)=\ell^{1}$, then $T: \Lambda^{1}\left(d D_{1}\right) \times \Lambda^{1}\left(d D_{2}\right) \longrightarrow X$.
(b) If $\operatorname{Galb}(X)=\ell^{p}$ with $0<p<1$, then $T: \Lambda^{p}\left(d D_{1}^{p}\right) \times \Lambda^{p}\left(d D_{2}^{p}\right) \longrightarrow X$.
(c) If $\operatorname{Galb}(X)=\ell(\log \ell)^{\alpha}$ with $\alpha>0$, then $T: \Lambda_{\alpha}^{*}\left(d D_{1}\right) \times \Lambda_{\alpha}^{*}\left(d D_{2}\right) \longrightarrow X$.

We point out that this corollary is also a consequence of the corresponding onevariable result: we freeze one variable in $T$ and apply Theorem 2.1 to the resulting sublinear operator, then we freeze the other variable and apply again Theorem 2.1.

Proof of Theorem 2.6. Assume without loss of generality that $f, g \geq 0$. By [14, Lemma 4],

$$
f(x)=\sum_{k \in \mathbb{Z}} \sum_{j \geq 1} 2^{k} \chi_{E_{k, j}}(x) \quad \text { a.e.; } \quad g(x)=\sum_{k^{\prime} \in \mathbb{Z}} \sum_{j^{\prime} \geq 1} 2^{k^{\prime}} \chi_{F_{k^{\prime}, j^{\prime}}}(x) \quad \text { a.e., }
$$

where

$$
\left|E_{k, j}\right| \leq\left|\left\{x: f(x)>2^{k+j}\right\}\right|=\mu_{f}\left(2^{k+j}\right),
$$

and

$$
\left|F_{k^{\prime}, j^{\prime}}\right| \leq\left|\left\{x: g(x)>2^{k^{\prime}+j^{\prime}}\right\}\right|=\mu_{g}\left(2^{k^{\prime}+j^{\prime}}\right) .
$$

Thus, using (2.2) we have

$$
\begin{aligned}
\|T(f, g)\|_{X} & \leq\left\|\sum_{j, j^{\prime} k, k^{\prime}} 2^{k} 2^{k^{\prime}}\left|T\left(\chi_{E_{k, j}}, \chi_{F_{k^{\prime}, j^{\prime}}}\right)\right|\right\|_{X} \\
& \leq\left\|\left\{2^{k} 2^{k^{\prime}} D\left(\mu_{f}\left(2^{j+k}\right), \mu_{g}\left(2^{j^{\prime}+k^{\prime}}\right)\right)\right\}_{j, j^{\prime}, k, k^{\prime}}\right\|_{\operatorname{Galb}(X)} .
\end{aligned}
$$

We start with $(a)$ and $(b)$ in which case $\operatorname{Galb}(X)=\ell^{p}$ with $0<p \leq 1$. Then,

$$
\begin{aligned}
\|T(f, g)\|_{X}^{p} & \leq \sum_{k, k^{\prime} \in \mathbb{Z}} \sum_{j, j^{\prime} \geq 1} 2^{k p} 2^{k^{\prime} p} D\left(\mu_{f}\left(2^{j+k}\right), \mu_{g}\left(2^{j^{\prime}+k^{\prime}}\right)\right)^{p} \\
& \lesssim \sum_{j, j^{\prime} \geq 1} \int_{0}^{\infty} \int_{0}^{\infty} s^{p} t^{p} D\left(\mu_{f}\left(s 2^{j}\right), \mu_{g}\left(t 2^{j^{\prime}}\right)\right)^{p} \frac{d s}{s} \frac{d t}{t} \\
& =\sum_{j, j^{\prime} \geq 1} 2^{-j p} 2^{-j^{\prime} p} \int_{0}^{\infty} \int_{0}^{\infty} s^{p} t^{p} D\left(\mu_{f}(s), \mu_{g}(t)\right)^{p} \frac{d s}{s} \frac{d t}{t} \\
& \lesssim \int_{0}^{\infty} \int_{0}^{\infty} s^{p} t^{p} D\left(\mu_{f}(s), \mu_{g}(t)\right)^{p} \frac{d s}{s} \frac{d t}{t} \approx\|(f, g)\|_{\widehat{\Lambda}^{p}\left(d D^{p}\right)}^{p}
\end{aligned}
$$

Let us establish $(c)$ in which case $\operatorname{Galb}(X)=\ell(\log \ell)^{\alpha}$ with $\alpha>0$. Following [14], we write $\varphi_{\alpha}(t)=t\left(1+\log ^{+} 1 / t\right)^{\alpha}$ and we observe that given a non-trivial sequence of non-negative numbers $a=\left\{a_{k}\right\}_{k}$ we have

$$
\|a\|_{\ell(\log \ell)^{\alpha}} \leq \sum_{k} a_{k}\left(1+\log \frac{\|a\|_{\ell^{1}}}{a_{k}}\right)^{\alpha}=\mathcal{N}_{\alpha}(a) .
$$

We write $F_{j}=2^{-j} f, G_{j^{\prime}}=2^{-j^{\prime}} g$ and

$$
\beta_{k, k^{\prime}, j, j^{\prime}}=2^{k} 2^{k^{\prime}} D\left(\mu_{f}\left(2^{j+k}\right), \mu_{g}\left(2^{j^{\prime}+k^{\prime}}\right)\right)=2^{k} 2^{k^{\prime}} D\left(\mu_{F_{j}}\left(2^{k}\right), \mu_{G_{j^{\prime}}}\left(2^{k^{\prime}}\right)\right) .
$$

As in [14, p. 239] (there, the computations are done with $\alpha=1$ but the argument adapts trivially to an arbitrary $\alpha>0$ ) we obtain

$$
\|T(f, g)\|_{X} \lesssim \mathcal{N}_{\alpha}\left(\left\{\beta_{k, k^{\prime}, j, j^{\prime}}\right\}_{k, k^{\prime}, j, j^{\prime}}\right) \lesssim \mathcal{N}_{\alpha}\left(\left\{\mathcal{N}_{\alpha}\left(\left\{\beta_{k, k^{\prime}, j, j^{\prime}}\right\}_{k, k^{\prime}}\right)\right\}_{j, j^{\prime}}\right)
$$

Then, for any $j, j^{\prime} \geq 1$,

$$
\begin{aligned}
\sum_{k, k^{\prime}} \beta_{k, k^{\prime}, j, j^{\prime}} & =\sum_{k, k^{\prime}} 2^{k} 2^{k^{\prime}} D\left(\mu_{F_{j}}\left(2^{k}\right), \mu_{G_{j^{\prime}}}\left(2^{k^{\prime}}\right)\right) \lesssim \int_{0}^{\infty} \int_{0}^{\infty} s t D\left(\mu_{F_{j}}(s), \mu_{G_{j^{\prime}}}(t)\right) \frac{d s d t}{s t} \\
& \approx\left\|\left(F_{j}, G_{j^{\prime}}\right)\right\|_{\vec{\Lambda}^{1}(d D)}=2^{-j} 2^{-j^{\prime}}\|(f, g)\|_{\vec{\Lambda}^{1}(d D)}
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathcal{N}_{\alpha}\left(\left\{\beta_{k, k^{\prime},, j, j^{\prime}}\right\}_{k, k^{\prime}}\right) \lesssim \sum_{k, k^{\prime}} \beta_{k, k^{\prime}, j, j^{\prime}}\left(1+\log \frac{2^{-j} 2^{-j^{\prime}}\|(f, g)\|_{\vec{\Lambda}^{1}(d D)}}{\beta_{k, k^{\prime}, j, j j^{\prime}}}\right)^{\alpha} \\
& \quad \lesssim \int_{0}^{\infty} \int_{0}^{\infty} s t D\left(\mu_{F_{j}}(s), \mu_{G_{j^{\prime}}}(t)\right)\left(1+\log ^{+} \frac{2^{-j} 2^{-j^{\prime}}\|(f, g)\|_{\vec{\Lambda}^{1}(d D)}}{s t D\left(\mu_{F_{j}}(s), \mu_{G_{j^{\prime}}}(t)\right)}\right)^{\alpha} \frac{d s d t}{s t} \\
& \quad=2^{-j} 2^{-j^{\prime}}\|(f, g)\|_{\vec{\Lambda}_{\alpha}^{*}(d D)} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\|T(f, g)\|_{X} & \lesssim \mathcal{N}_{\alpha}\left(\left\{2^{-j} 2^{-j^{\prime}}\|(f, g)\|_{\vec{\Lambda}_{\alpha}^{*}(d D)}\right\}_{j, j^{\prime}}\right)=\|(f, g)\|_{\vec{\Lambda}_{\alpha}^{*}(d D)} \mathcal{N}_{\alpha}\left(\left\{2^{-j} 2^{-j^{\prime}}\right\}_{j, j^{\prime}}\right) \\
& =C\|(f, g)\|_{\vec{\Lambda}_{\alpha}^{*}(d D)}
\end{aligned}
$$

Remark 2.8. As already observed in Remark 2.2, in Theorem 2.6 (and thus in Corollary 2.7) we do not "lose" information and we recover the initial assumption by applying the obtained estimate to characteristic functions since $\left\|\left(\chi_{E}, \chi_{F}\right)\right\|_{\vec{\Lambda}^{p}\left(d D^{p}\right)}=$ $D(|E|,|F|)$ and

$$
\left\|\left(\chi_{E}, \chi_{F}\right)\right\|_{\vec{\Lambda}_{\alpha}^{*}(d D)}=D(|E|, \mid F) \int_{0}^{1} \int_{0}^{1} \varphi_{\alpha}(s t) \frac{d s d t}{s t} \approx D(|E|,|F|) .
$$

Therefore, given $X$ such that $\operatorname{Galb}(X)=\ell^{p}$ with $0<p \leq 1$,

$$
\left\|T\left(\chi_{E}, \chi_{F}\right)\right\|_{X} \lesssim D(|E|,|F|), \quad|E|,|F|<\infty \quad \Longleftrightarrow \quad T: \vec{\Lambda}^{p}\left(d D^{p}\right) \longrightarrow X
$$

and, given $X$ such that $\operatorname{Galb}(X)=\ell(\log \ell)^{\alpha}$,

$$
\left\|T\left(\chi_{E}, \chi_{F}\right)\right\|_{X} \lesssim D(|E|,|F|), \quad|E|,|F|<\infty \quad \Longleftrightarrow \quad T: \vec{\Lambda}_{\alpha}^{*}(d D) \longrightarrow X
$$

## 3. Atomic operators

3.1. Atomic and one-variable case. Let us recall first some definitions and results from [6] and [7]. We work in $\mathbb{R}^{n}$, and $Q$ represents a cube with sides parallel to the coordinate axes. The results can be extended in the natural way to $\mathbb{T}^{N}$ (identifying $\mathbb{T}^{N}$ with $[0,1)^{N}$ ). In [6], the following definitions were introduced:
Definition 3.1. Given $\delta>0$, a function $a \in L^{1}\left(\mathbb{R}^{n}\right)$ is called $a \delta$-atom if it satisfies the following properties:
(a) $\int_{\mathbb{R}^{n}} a(x) d x=0$.
(b) There exists a cube $Q$ such that $|Q| \leq \delta$ and $\operatorname{supp} a \subset Q$.

## Definition 3.2.

(a) A sublinear operator $T$ is $(\varepsilon, \delta)$-atomic if, for every $\varepsilon>0$, there exists $\delta>0$ such that, for every $\delta$-atom a,

$$
\|T a\|_{L^{1}+L^{\infty}} \leq \varepsilon\|a\|_{1} .
$$

(b) A sublinear operator $T$ is $(\varepsilon, \delta)$-atomic approximable if there exists a sequence $\left(T_{j}\right)_{j}$ of $(\varepsilon, \delta)$-atomic operators such that, for every measurable set $E,\left|T_{j}\left(\chi_{E}\right)\right| \leq$ $\left|T\left(\chi_{E}\right)\right|$ and, for every $f \in L^{1}$ such that $\|f\|_{\infty} \leq 1$, and every $t>0$,

$$
(T f)^{*}(t) \leq \lim _{j} \inf \left(T_{j} f\right)^{*}(t) .
$$

In particular, any maximal operator of the form $\sup _{j}\left|K_{j} * f\right|$, where $K_{j} \in L^{p_{j}}$ for some $1 \leq p_{j}<\infty$, is $(\varepsilon, \delta)$-atomic approximable (see [6] for more examples of this kind of operators). Also, it was proved in [7] that operators bounded on $L^{p}$ with $0<p<1$ are not $(\varepsilon, \delta)$-atomic approximable.

Theorem 3.3 ([7]). Let $T$ be a sublinear, $(\varepsilon, \delta)$-atomic approximable operator. Let $X$ be a quasi-Banach rearrangement invariant function space. Assume that, for every measurable set $E$,

$$
\begin{equation*}
\left\|T\left(\chi_{E}\right)\right\|_{X} \leq D(|E|) \tag{3.1}
\end{equation*}
$$

for some positive function $D$. Then, for every function $f \in L^{1}$ with $\|f\|_{\infty} \leq 1$ we have

$$
\begin{equation*}
\|T f\|_{X} \leq D\left(\|f\|_{1}\right) . \tag{3.2}
\end{equation*}
$$

As a consequence of this result, we can improve Theorem 2.1 when $D(t)=t$.
Corollary 3.4 ([7]). Let $T$ be a sublinear, $(\varepsilon, \delta)$-atomic approximable operator and let $X$ be a quasi-Banach r.i. space. Assume that for any measurable set $E$ with $|E|<\infty$ we have

$$
\begin{equation*}
\left\|T\left(\chi_{E}\right)\right\|_{X} \leq C|E| . \tag{3.3}
\end{equation*}
$$

Then,

$$
\|T f\|_{X} \leq C\|f\|_{1}, \quad f \in L^{1} \cap L^{\infty}
$$

and thus $T: L^{1} \longrightarrow X$.
This result extends Moon's theorem since it includes a wider class of operators and holds for any quasi-Banach space $X$.
Proof. Let $f \in L^{1} \cap L^{\infty}$ and write $\tilde{f}=f /\|f\|_{\infty}$ such that $\|\tilde{f}\|_{\infty} \leq 1$. Thus, (3.3) and Theorem 3.3 imply

$$
\|T f\|_{X}=\|f\|_{\infty}\|T \tilde{f}\|_{X} \leq C\|f\|_{\infty}\|\tilde{f}\|_{1}=C\|f\|_{1}
$$

To complete the proof let us give the density argument. Let $f \in L^{1}$. As $L^{1} \cap L^{\infty}$ is dense in $L^{1}$, there exists a sequence $\left\{f_{k}\right\}_{k} \subset L^{1} \cap L^{\infty}$ such that $f_{k} \longrightarrow f$ in $L^{1}$ as $k \rightarrow 0$. As $T$ is sublinear we have

$$
\left\|\left|T f_{j}\right|-\left|T f_{k}\right|\right\|_{X} \leq\left\|T\left(f_{j}-f_{k}\right)\right\|_{X} \leq C\left\|f_{j}-f_{k}\right\|_{L^{1}}
$$

Thus $\left\{T f_{k}\right\}_{k}$ is a Cauchy sequence on $X$ and hence is convergent in $X$. This allows us to define $T f$ and to conclude that $T$ maps $L^{1}$ into $X$.

We compare Theorem 2.1 with Corollary 3.4. Note that Theorem 2.1 part (a) and Corollary 3.4 give the same estimate since $\Lambda(d D)=L^{1}$ (in the latter we assume that $T$ is ( $\varepsilon, \delta$ )-atomic approximable). In Theorem 2.1 part (b) (resp. (c)) we obtain that $T$ maps $\Lambda^{p}\left(d D^{p}\right)=L^{1, p}\left(\right.$ resp. $\left.\Lambda^{*}(d D)\right)$ into $X$. These are improved in Corollary 3.4 since $L^{1, p} \varsubsetneqq L^{1}$ for $0<p<1$ and $\Lambda_{1}^{*}(d D) \varsubsetneqq L^{1}$. Therefore, the atomicity assumption allows one to obtain better estimates.

This reflects that, in principle, the estimates in Theorem 2.1 can be improved when the operator $T$ is $(\varepsilon, \delta)$-atomic approximable. We notice that, once we know that (3.2) holds, we can take this as our initial assumption. This contains in particular the restricted type estimate (3.1) and as we start with a more general estimate more decompositions of the functions are allowed. We follow this approach in Section 3.3 where we consider the functions $D(t)=t^{q}, D(t)=t^{q}\left(1+\log ^{+} 1 / t\right)^{\alpha}$, etc. Eventually we apply these results to the bilinear Hilbert Transform.

Remark 3.5. When $X$ is a Banach space and $D$ is concave then (3.1) implies (3.2), whether or not $T$ is atomic. To see this, let $f \in L^{1}$ with $\|f\|_{\infty} \leq 1$. As $X$ is a Banach space $\operatorname{Galb}(X)=\ell^{1}$. This fact, Theorem 2.1 part (a) and the concavity of $D$ yield

$$
\|T f\|_{X} \leq C\|f\|_{\Lambda^{1}(d D)}=C \int_{0}^{1} D\left(\mu_{f}(\lambda)\right) d \lambda \leq C D\left(\int_{0}^{1} \mu_{f}(\lambda) d \lambda\right)=C D\left(\|f\|_{1}\right)
$$

This means that the fact that a given operator is atomic only matters when $X$ is a quasi-Banach space.

### 3.2. Atomic and multi-variable case.

Definition 3.6. Given $\delta>0$, a pair of functions $\left(a_{1}, a_{2}\right) \in L^{1}\left(\mathbb{R}^{n}\right) \times L^{1}\left(\mathbb{R}^{n}\right)$ is called $a \delta$-atom if it satisfies the following properties:
(a) $\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} a_{1}\left(x_{1}\right) a_{2}\left(x_{2}\right) d x_{1} d x_{2}=0$.
(b) There exist cubes $Q_{1}, Q_{2}$ with $\left|Q_{1}\right|,\left|Q_{2}\right| \leq \delta$ such that $\operatorname{supp} a_{1} \subset Q_{1}$, $\operatorname{supp} a_{2} \subset$ $Q_{2}$.

## Definition 3.7.

(a) A bi-sublinear operator $T$ is $(\varepsilon, \delta)$-atomic if, for every $\varepsilon>0$, there exists $\delta>0$ such that for every $\delta$-atom $\left(a_{1}, a_{2}\right)$,

$$
\left\|T\left(a_{1}, a_{2}\right)\right\|_{L^{1}+L^{\infty}} \leq \varepsilon\left\|a_{1}\right\|_{1}\left\|a_{2}\right\|_{1}
$$

(b) A bi-sublinear operator $T$ is $(\varepsilon, \delta)$-atomic approximable if there exists a sequence $\left(T_{n}\right)_{n}$ of $(\varepsilon, \delta)$-atomic operators such that, for all measurable sets $E_{1}, E_{2}$

$$
\left|T_{n}\left(\chi_{E_{1}}, \chi_{E_{2}}\right)\right| \leq\left|T\left(\chi_{E_{1}}, \chi_{E_{2}}\right)\right|
$$

and, for all $\left(f_{1}, f_{2}\right) \in L^{1} \times L^{1}$ such that $\left\|f_{1}\right\|_{\infty},\left\|f_{2}\right\|_{\infty} \leq 1$, and every $t>0$,

$$
\left(T\left(f_{1}, f_{2}\right)\right)^{*}(t) \leq \liminf _{n}\left(T_{n}\left(f_{1}, f_{2}\right)\right)^{*}(t)
$$

(c) A multi-bilinear operator is "iterative" $(\varepsilon, \delta)$-atomic (approximable), if for every $f_{0} \in L^{1}$ with $\left\|f_{0}\right\|_{\infty} \leq 1$, the sublinear operators $T_{1} g=T\left(g, f_{0}\right)$ and $T_{2} g=$ $T\left(f_{0}, g\right)$ are $(\varepsilon, \delta)$-atomic (approximable).

Example 3.8. Consider

$$
T\left(f_{1}, f_{2}\right)(x)=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} K\left(x, y_{1}, y_{2}\right) f_{1}\left(y_{1}\right) f_{2}\left(y_{2}\right) d y_{1} d y_{2} .
$$

Assume that it is well defined for $\left(f_{1}, f_{2}\right) \in L^{1} \times L^{1}$ and the kernel $K$ satisfies that

$$
\begin{equation*}
\lim _{\left(y_{1}, y_{2}\right) \rightarrow\left(x_{1}, x_{2}\right)}\left\|K\left(\cdot, y_{1}, y_{2}\right)-K\left(\cdot, x_{1}, x_{2}\right)\right\|_{L^{1}+L^{\infty}}=0 \tag{3.4}
\end{equation*}
$$

uniformly in $\left(x_{1}, x_{2}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{n}$, then $T$ is $(\varepsilon, \delta)$-atomic. To see this, observe that if $\left(a_{1}, a_{2}\right)$ is a $\delta$-atom, then

$$
\begin{aligned}
& \left\|T\left(a_{1}, a_{2}\right)\right\|_{L^{1}+L^{\infty}}=\left\|\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} K\left(\cdot, y_{1}, y_{2}\right) a_{1}\left(y_{1}\right) a_{2}\left(y_{2}\right) d y_{1} d y_{2}\right\|_{L^{1}+L^{\infty}} \\
& \quad=\left\|\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}\left(K\left(\cdot, y_{1}, y_{2}\right)-K\left(\cdot, x_{Q_{1}}, x_{Q_{2}}\right)\right) a_{1}\left(y_{1}\right) a_{2}\left(y_{2}\right) d y_{1} d y_{2}\right\|_{L^{1}+L^{\infty}} \\
& \quad \leq \int_{Q_{1}} \int_{Q_{2}}\left\|K\left(\cdot, y_{1}, y_{2}\right)-K\left(\cdot, x_{Q_{1}}, x_{Q_{2}}\right)\right\|_{L^{1}+L^{\infty}}\left|a_{1}\left(y_{1}\right)\right|\left|a_{2}\left(y_{2}\right)\right| d y_{1} d y_{2},
\end{aligned}
$$

with $x_{Q_{j}}$ being the center of the cube $Q_{j}$ where $a_{j}$ is supported. Therefore, given $\varepsilon$, we can choose $\delta$ in such a way that the above quantity is bounded by $\varepsilon\left\|a_{1}\right\|_{1}\left\|a_{2}\right\|_{1}$.

In particular we have the following examples:
$(A)$ For functions $f_{1}, f_{2}$ on $\mathbb{R}^{n}$ define their tensor on $\mathbb{R}^{2 n}$ by $\left(f_{1} \otimes f_{2}\right)(x, y)=$ $f_{1}(x) f_{2}(y)$ for $x, y \in \mathbb{R}^{n}$. If $K \in L^{p}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right)$ for some $1 \leq p<\infty$ and $T\left(f_{1}, f_{2}\right)(x)=\left(K *\left(f_{1} \otimes f_{2}\right)\right)(x, x), x \in \mathbb{R}^{n}$, then (3.4) holds since

$$
\lim _{\left(y_{1}, y_{2}\right) \rightarrow\left(x_{1}, x_{2}\right)}\left\|K\left(\cdot-\left(y_{1}, y_{2}\right)\right)-K\left(\cdot-\left(x_{1}, x_{2}\right)\right)\right\|_{L^{1}+L^{\infty}} \leq \lim _{\left(y_{1}, y_{2}\right) \rightarrow\left(x_{1}, x_{2}\right)}\|\ldots\|_{L^{p}}=0 .
$$

(B) Consider a family of kernels $\left\{K_{j}\right\}_{j}$ satisfying (3.4) for each $j \in \mathbb{N}$. Let

$$
T_{m}\left(f_{1}, f_{2}\right)(x)=\sup _{1 \leq j \leq m}\left|\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} K_{j}\left(x, y_{1}, y_{2}\right) f_{1}\left(y_{1}\right) f_{2}\left(y_{2}\right) d y_{1} d y_{2}\right|,
$$

where $m \in \mathbb{N}$, then $T_{m}$ is $(\varepsilon, \delta)$-atomic. Consequently,

$$
T_{*}\left(f_{1}, f_{2}\right)(x)=\sup _{j \in \mathbb{N}}\left|\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} K_{j}\left(x, y_{1}, y_{2}\right) f_{1}\left(y_{1}\right) f_{2}\left(y_{2}\right) d y_{1} d y_{2}\right|,
$$

is $(\varepsilon, \delta)$-atomic approximable. In general, $T_{*}\left(f_{1}, f_{2}\right)(x)=\sup _{n}\left|T_{n}\left(f_{1}, f_{2}\right)(x)\right|$, where $T_{n}$ is $(\varepsilon, \delta)$-atomic, is $(\varepsilon, \delta)$-atomic approximable.

We state our main result concerning bi-sublinear atomic operators:
Theorem 3.9. Let $T$ be a bi-sublinear operator that is $(\varepsilon, \delta)$-atomic approximable or iterative $(\varepsilon, \delta)$-atomic approximable.
(i) Assume that for all measurable sets $E_{1}, E_{2}$,

$$
\begin{equation*}
\left(T\left(\chi_{E_{1}}, \chi_{E_{2}}\right)\right)^{*}(t) \leq h\left(t ;\left|E_{1}\right|,\left|E_{2}\right|\right), \tag{3.5}
\end{equation*}
$$

where, for all $s_{1}, s_{2}>0, h\left(t ; s_{1}, s_{2}\right)$ is continuous as a function of $t>0$. Then, for all $f_{1}, f_{2} \in L^{1}$ such that $\left\|f_{1}\right\|_{\infty},\left\|f_{2}\right\|_{\infty} \leq 1$, we have that

$$
\begin{equation*}
\left(T\left(f_{1}, f_{2}\right)\right)^{*}(t) \leq h\left(t ;\left\|f_{1}\right\|_{1},\left\|f_{2}\right\|_{1}\right) . \tag{3.6}
\end{equation*}
$$

(ii) Let $X$ be a quasi-Banach r.i. space and assume that, for all measurable sets $E_{1}$, $E_{2}$,

$$
\begin{equation*}
\left\|T\left(\chi_{E_{1}}, \chi_{E_{2}}\right)\right\|_{X} \leq D\left(\left|E_{1}\right|,\left|E_{2}\right|\right) \tag{3.7}
\end{equation*}
$$

where $D$ is increasing in each variable and $D(0, \cdot)=D(\cdot, 0)=0$. Then, for all $f_{1}, f_{2} \in L^{1}$ such that $\left\|f_{1}\right\|_{\infty},\left\|f_{2}\right\|_{\infty} \leq 1$, we have

$$
\begin{equation*}
\left\|T\left(f_{1}, f_{2}\right)\right\|_{X} \lesssim D\left(\left\|f_{1}\right\|_{1},\left\|f_{2}\right\|_{1}\right) \tag{3.8}
\end{equation*}
$$

Proof. When $T$ is iterative $(\varepsilon, \delta)$-atomic approximable, the desired estimates follow by applying two times the sublinear case (see [6] and [7]): each time we freeze one of the variables. In the other case, we use the ideas in [6] and [7] with the appropriate changes.

First of all, let us assume that $T$ is $(\varepsilon, \delta)$-atomic. Let $\left\{\left(a_{1}^{i}, a_{2}^{k}\right)\right\}_{i, k}$ be a collection of $\delta$-atoms. For every $s>0$ we have

$$
\begin{align*}
& \left(\sum_{i, k}\left|T\left(a_{1}^{i}, a_{2}^{k}\right)\right|\right)^{*}(s) \leq \frac{1}{s} \int_{0}^{s}\left(\sum_{i, k}\left|T\left(a_{1}^{i}, a_{2}^{k}\right)\right|\right)^{*}(t) d t \\
& \quad \leq \frac{1}{s} \sum_{i, k} \int_{0}^{s}\left(T\left(a_{1}^{i}, a_{2}^{k}\right)\right)^{*}(t) d t \leq \max \left(s^{-1}, 1\right) \sum_{i, k}\left\|T\left(a_{1}^{i}, a_{2}^{k}\right)\right\|_{L^{1}+L^{\infty}} \\
& \quad \leq \max \left(s^{-1}, 1\right) \varepsilon \sum_{i}\left\|a_{1}^{i}\right\|_{1} \sum_{k}\left\|a_{2}^{k}\right\|_{1} . \tag{3.9}
\end{align*}
$$

Let $\left(f_{1}, f_{2}\right) \in L^{1} \times L^{1}$ be a pair of positive functions such that $\left\|f_{j}\right\|_{\infty} \leq 1$. Given $\varepsilon>0$, let $\delta$ be the number associated to $\varepsilon$ by the property that $T$ is $(\varepsilon, \delta)$-atomic. Let $\mathcal{F}_{\delta}$ be any collection of pairwise disjoint cubes $\left\{Q^{i}\right\}_{i}$ such that $\cup_{i} Q^{i}=\mathbb{R}^{n}$, and $\left|Q^{i}\right|=\delta$ for every $i$. Given $Q^{i} \in \mathcal{F}_{\delta}$ and $j=1$ or 2 , let $f_{j}^{i}=f_{j} \chi_{Q^{i}}$. Then,

$$
\int_{\mathbb{R}^{n}} f_{j}^{i}(x) d x \leq\left|Q^{i}\right|,
$$

and hence, we can take a set $\tilde{Q}_{j}^{i} \subset Q^{i}$ (this set can be empty) such that

$$
\left|\tilde{Q}_{j}^{i}\right|=\int_{\mathbb{R}^{n}} f_{j}^{i}(x) d x=\int_{Q^{i}} f_{j}(x) d x .
$$

We define $g_{j}^{i}=f_{j}^{i}-\chi_{\tilde{Q}_{j}^{i}}$, which clearly has vanishing integral, and satisfies that

$$
\left\|g_{j}^{i}\right\|_{1} \leq \int_{Q^{i}} f_{j}(x) d x+\left|\tilde{Q}_{j}^{i}\right|=2 \int_{Q^{i}} f_{j}(x) d x
$$

Therefore,

$$
\begin{equation*}
\sum_{i}\left\|g_{j}^{i}\right\|_{1} \leq 2\left\|f_{j}\right\|_{1}, \quad \sum_{i}\left\|\chi_{\tilde{Q}_{j}^{i}}\right\|_{1}=\sum_{i}\left|\tilde{Q}_{j}^{i}\right|=\left\|f_{j}\right\|_{1} . \tag{3.10}
\end{equation*}
$$

Note that $f_{j}=\sum_{i} f_{j}^{i}=\sum_{i} g_{j}^{i}+\chi_{E_{j}}=A_{j}+\chi_{E_{j}}$, where $E_{j}=\cup_{i} \tilde{Q}_{j}^{i}$. Then, by sublinearity

$$
\begin{aligned}
\left|T\left(f_{1}, f_{2}\right)\right| & \leq\left|T\left(f_{1}, A_{2}\right)\right|+\left|T\left(f_{1}, \chi_{E_{2}}\right)\right| \\
& \leq\left|T\left(A_{1}, A_{2}\right)\right|+\left|T\left(\chi_{E_{1}}, A_{2}\right)\right|+\left|T\left(A_{1}, \chi_{E_{2}}\right)\right|+\left|T\left(\chi_{E_{1}}, \chi_{E_{2}}\right)\right| \\
& \leq \sum_{i, k}\left|T\left(g_{1}^{i}, g_{2}^{k}\right)\right|+\sum_{i, k}\left|T\left(\chi_{\tilde{Q}_{1}^{i}}, g_{2}^{k}\right)\right|+\sum_{i, k}\left|T\left(g_{1}^{i}, \chi_{\tilde{Q}_{2}^{k}}\right)\right|+\left|T\left(\chi_{E_{1}}, \chi_{E_{2}}\right)\right|
\end{aligned}
$$

and therefore,

$$
\begin{align*}
\left(T\left(f_{1}, f_{2}\right)\right)^{*}(t) \leq( & \left.\sum_{i, k}\left|T\left(g_{1}^{i}, g_{2}^{k}\right)\right|\right)^{*}\left(\alpha_{1} t\right)+\left(\sum_{i, k}\left|T\left(\chi_{\tilde{Q}_{1}^{i}}, g_{2}^{k}\right)\right|\right)^{*}\left(\alpha_{2} t\right) \\
& +\left(\sum_{i, k}\left|T\left(g_{1}^{i}, \chi_{\tilde{Q}_{2}^{k}}\right)\right|\right)^{*}\left(\alpha_{3} t\right)+\left(T\left(\chi_{E_{1}}, \chi_{E_{2}}\right)\right)^{*}\left(\alpha_{4} t\right) \tag{3.11}
\end{align*}
$$

for all $\alpha_{j}>0,1 \leq j \leq 4$, with $\sum_{j=1}^{4} \alpha_{j}=1$. Let us point out that $\left(g_{1}^{i}, g_{2}^{k}\right),\left(\chi_{\tilde{Q}_{1}^{i}}, g_{2}^{k}\right)$ and $\left(g_{1}^{i}, \chi_{\tilde{Q}_{2}^{k}}\right)$ are $\delta$-atoms.

We first prove (i). Using (3.11), (3.9), (3.10), and (3.5) we have

$$
\begin{aligned}
\left(T\left(f_{1}, f_{2}\right)\right)^{*}(t) & \leq\left(\sum_{j=1}^{3} 4 \max \left(\frac{1}{\alpha_{j} t}, 1\right)\right) \varepsilon\left\|f_{1}\right\|_{1}\left\|f_{2}\right\|_{1}+\left(T\left(\chi_{E_{1}}, \chi_{E_{2}}\right)\right)^{*}\left(\alpha_{4} t\right) \\
& \leq\left(\sum_{j=1}^{3} 4 \max \left(\frac{1}{\alpha_{j} t}, 1\right)\right) \varepsilon\left\|f_{1}\right\|_{1}\left\|f_{2}\right\|_{1}+h\left(\alpha_{4} t ;\left|E_{1}\right|,\left|E_{2}\right|\right)
\end{aligned}
$$

and, since $\left|E_{j}\right|=\left\|f_{j}\right\|_{1}$ by (3.10), we obtain

$$
\left(T\left(f_{1}, f_{2}\right)\right)^{*}(t) \leq\left(\sum_{j=1}^{3} 4 \max \left(\frac{1}{\alpha_{j}}, 1\right)\right) \varepsilon\left\|f_{1}\right\|_{1}\left\|f_{2}\right\|_{1}+h\left(\alpha_{4} t ;\left\|f_{1}\right\|_{1},\left\|f_{2}\right\|_{1}\right)
$$

Letting first $\varepsilon \rightarrow 0$ and then $\alpha_{4} \rightarrow 1$, we obtain the desired estimate for $T$.
Next we obtain (ii). We take $\alpha_{1}=\alpha_{2}=\alpha_{3}=1 /\left(3 N^{2}\right)$ and $\alpha_{4}=1-1 / N^{2}$ with $N \geq 2$. Then, for $t \in(1 / N, N)$ we have that $0 \leq t-1 / N \leq\left(1-1 / N^{2}\right) t=\alpha_{4} t$ and

$$
R_{N}(t)=\left(T\left(\chi_{E_{1}}, \chi_{E_{2}}\right)\right)^{*}\left(\alpha_{4} t\right) \chi_{(1 / N, N)}(t) \leq\left(T\left(\chi_{E_{1}}, \chi_{E_{2}}\right)\right)^{*}(t-1 / N) \chi_{(1 / N, N)}(t)
$$

This yields that $R_{N}^{*}(t) \leq\left(T\left(\chi_{E_{1}}, \chi_{E_{2}}\right)\right)^{*}(t)$ for every $t>0$. Let $\bar{X}$ be the quasiBanach r.i. space given by the Luxemburg representation theorem such that $\|h\|_{X}=$ $\left\|h^{*}\right\|_{\bar{X}}$. Then, using (3.7) and that $\left|E_{j}\right|=\left\|f_{j}\right\|_{1}$ we have
$\left\|R_{N}\right\|_{\bar{X}} \leq\left\|\left(T\left(\chi_{E_{1}}, \chi_{E_{2}}\right)\right)^{*}\right\|_{\bar{X}}=\left\|T\left(\chi_{E_{1}}, \chi_{E_{2}}\right)\right\|_{X} \leq D\left(\left|E_{1}\right|,\left|E_{2}\right|\right)=D\left(\left\|f_{1}\right\|_{1},\left\|f_{2}\right\|_{1}\right)$.
On the other hand by (3.11), (3.9) and (3.10) we obtain for every $t \in(1 / N, N)$

$$
\begin{array}{r}
\left(T\left(f_{1}, f_{2}\right)\right)^{*}(t) \leq\left(\sum_{i, k} \cdots\right)^{*}\left(1 /\left(3 N^{3}\right)\right)+\left(\sum_{i, k} \cdots\right)^{*}\left(1 /\left(3 N^{3}\right)\right) \\
+\left(\sum_{i, k} \ldots\right)^{*}\left(1 /\left(3 N^{3}\right)\right)+R_{N}(t)
\end{array}
$$

$$
\leq 24 N^{3} \varepsilon\left\|f_{1}\right\|_{1}\left\|f_{2}\right\|_{1}+R_{N}(t)
$$

Therefore,

$$
\begin{aligned}
\left\|\left(T\left(f_{1}, f_{2}\right)\right)^{*} \chi_{(1 / N, N)}\right\|_{\bar{X}} & \lesssim N^{3} \varepsilon\left\|f_{1}\right\|_{1}\left\|f_{2}\right\|_{1}\left\|\chi_{(1 / N, N)}\right\|_{\bar{X}}+\left\|R_{N}\right\|_{\bar{X}} \\
& \leq N^{3} \varepsilon\left\|f_{1}\right\|_{1}\left\|f_{2}\right\|_{1}\left\|\chi_{(1 / N, N)}\right\|_{\bar{X}}+D\left(\left\|f_{1}\right\|_{1},\left\|f_{2}\right\|_{1}\right) .
\end{aligned}
$$

Letting first $\varepsilon \rightarrow 0$ and then $N \rightarrow \infty$, we deduce the desired estimate as a consequence of the Fatou property for $\bar{X}\left(h_{N} \uparrow h\right.$ a.e. implies $\left.\left\|h_{N}\right\|_{\bar{X}} \uparrow\|h\|_{\bar{X}}\right)$.

To finish, we consider the case when $T$ is $(\varepsilon, \delta)$-atomic approximable. Let $\left(T_{n}\right)_{n}$ be the corresponding sequence of $(\varepsilon, \delta)$-atomic operators given in Definition 3.7.

To obtain ( $i$ ) we observe that

$$
\left(T_{n}\left(\chi_{E_{1}}, \chi_{E_{2}}\right)\right)^{*}(t) \leq\left(T\left(\chi_{E_{1}}, \chi_{E_{2}}\right)\right)^{*}(t) \leq h\left(t,\left|E_{1}\right|,\left|E_{2}\right|\right)
$$

and hence $\left(T_{n}\left(f_{1}, f_{2}\right)\right)^{*}(t) \leq h\left(t,\left\|f_{1}\right\|_{1},\left\|f_{2}\right\|_{1}\right)$, for all pairs of positive functions $\left(f_{1}, f_{2}\right)$ such that $\left\|f_{j}\right\|_{\infty} \leq 1$. Using $\left(T\left(f_{1}, f_{2}\right)\right)^{*}(t) \leq \liminf _{n}\left(T_{n}\left(f_{1}, f_{2}\right)\right)^{*}(t)$, the desired estimate for $T$ follows at once.

To derive (ii) we notice that

$$
\left\|T_{n}\left(\chi_{E_{1}}, \chi_{E_{2}}\right)\right\|_{X} \leq\left\|T\left(\chi_{E_{1}}, \chi_{E_{2}}\right)\right\|_{X} \leq D\left(\left|E_{1}\right|,\left|E_{2}\right|\right)
$$

and we deduce that $T_{n}$ satisfies (3.8). Thus we conclude the same estimate for $T$ using that $\left(T\left(f_{1}, f_{2}\right)\right)^{*}(t) \leq \liminf _{n}\left(T_{n}\left(f_{1}, f_{2}\right)\right)^{*}(t)$ and the Fatou property.

As a consequence of Theorem 3.9, we can improve Theorem 2.6 (and also Corollary 2.7) when $D(t, s)=t s$.

Corollary 3.10. Let $T$ be a bi-sublinear operator that is $(\varepsilon, \delta)$-atomic approximable or iterative $(\varepsilon, \delta)$-atomic approximable. Let $X$ be quasi-Banach r.i. space. Assume that for all measurable sets $E_{1}, E_{2}$ with $\left|E_{1}\right|,\left|E_{2}\right|<\infty$ we have

$$
\begin{equation*}
\left\|T\left(\chi_{E_{1}}, \chi_{E_{2}}\right)\right\|_{X} \leq C\left|E_{1}\right|\left|E_{2}\right| . \tag{3.12}
\end{equation*}
$$

Then,

$$
\left\|T\left(f_{1}, f_{2}\right)\right\|_{X} \leq C\left\|f_{1}\right\|_{1}\left\|f_{2}\right\|_{1}, \quad f_{1}, f_{2} \in L^{1} \cap L^{\infty}
$$

and thus $T: L^{1} \times L^{1} \longrightarrow X$.
This gives a bilinear (and thus multilinear) version of Moon's theorem improving the result in [10], where only the case $X=L^{q, \infty}$ with $q>0$ was considered.
3.3. Decompositions into level sets and estimates on Orlicz spaces. If $T$ is an operator as in Theorem 3.3, then (3.1) implies (3.2). At this point, we make this latter condition our starting assumption. That is, from now on we will be working with sublinear operators $T$ for which (3.2) holds. Whether this condition follows from the assumption that $T$ is atomic or not plays no role in the arguments below. Let us emphasize that in (3.1) we only allow characteristic functions while in (3.2) a wider a class of functions is considered $\left(f \in L^{1}\right.$ with $\left.\|f\|_{\infty} \leq 1\right)$. Notice that in Theorem 2.1, functions are decomposed as linear combinations of characteristic functions. Starting with (3.2) we can use more general decompositions: characteristic functions can be replaced by $L^{1}$-functions bounded by 1 . In the following argument we will use decompositions based on the level sets of the functions. As
mentioned before in Remark 3.5, only the case where $X$ is quasi-Banach matters, since being atomic or not makes a difference.

Next we explain the general scheme that we are going to follow:
Step 0. We start from

$$
\begin{equation*}
\|T f\|_{X} \leq C D\left(\|f\|_{1}\right), \quad\|f\|_{\infty} \leq 1 \tag{3.13}
\end{equation*}
$$

Step 1. Given $f \geq 0$ and an increasing sequence of non-negative numbers $\left\{d_{k}\right\}$ such that $d_{k} \longrightarrow 0$ as $k \rightarrow-\infty$ and $d_{k} \longrightarrow+\infty$ as $k \rightarrow+\infty$, we write

$$
f=\sum_{k} d_{k} \tilde{f}_{k}, \quad \tilde{f}_{k}=\frac{1}{d_{k}} f \chi_{\left\{d_{k-1}<f \leq d_{k}\right\}}
$$

Let us observe that in some cases we will take $d_{k}=0$ for $k \leq-1$ and $d_{0}=1$. Thus, the summation runs for $k \geq 0$ and $\tilde{f}_{0}=f \chi_{\{f \leq 1\}}$.

Step 2. We use (3.13) (as $\left\|\tilde{f}_{k}\right\|_{\infty} \leq 1$ ) and the definition of the Galb:

$$
\|T f\|_{X} \leq\left\|\sum_{k} d_{k}\left|T \tilde{f}_{k}\right|\right\|_{X} \lesssim\left\|\left\{d_{k} D\left(\left\|\tilde{f}_{k}\right\|_{1}\right)\right\}_{k}\right\|_{\operatorname{Galb}(X)}=\left\|\left\{A_{k}\right\}_{k}\right\|_{\operatorname{Galb}(X)}
$$

Step 3. We pick a non-negative function $\varphi$ that it is essentially constant in the intervals $\left[d_{k-1}, d_{k}\right]$ and write $c_{k}=\varphi\left(d_{k}\right)$. Then, setting $a_{k}=\int_{d_{k-1}<f \leq d_{k}} f \varphi(f)$ we have

$$
A_{k}=d_{k} D\left(\frac{1}{d_{k}} \int_{d_{k-1}<f \leq d_{k}} f\right) \approx d_{k} D\left(\frac{1}{d_{k} c_{k}} \int_{d_{k-1}<f \leq d_{k}} f \varphi(f)\right)=d_{k} D\left(\frac{a_{k}}{d_{k} c_{k}}\right) .
$$

Step 4. We show that for every non-negative sequence $\left\{a_{k}\right\}_{k} \in \ell^{1}$ with $\left\|\left\{a_{k}\right\}_{k}\right\|_{\ell^{1}}=$ 1, we have

$$
\begin{equation*}
\left\|\left\{d_{k} D\left(\frac{a_{k}}{d_{k} c_{k}}\right)\right\}_{k}\right\|_{\operatorname{Galb}(X)} \lesssim 1 . \tag{3.14}
\end{equation*}
$$

Step 5. If we are able to check all the steps in this procedure, then we will get

$$
\|T f\|_{X} \lesssim 1
$$

for all $f$ such that

$$
1=\sum_{k} a_{k}=\sum_{k} \int_{d_{k-1}<f \leq d_{k}} f \varphi(f)=\int_{\mathbb{R}^{n}} f \varphi(f) .
$$

Therefore, $T$ maps $L^{\psi}$ into $X$ where $L^{\psi}$ is the Orlicz-type space defined by the function $\psi(t)=t \varphi(t)$.

Looking at all these steps, the strategy consists in finding an appropriate function $\varphi$ as in Step 3 such that the estimate in Step 4 holds. The choice of $\varphi$ should depend on the sequence $\left\{d_{k}\right\}_{k}$ (as $\varphi$ has to be essentially constant in the intervals defined by the sequence) and also on the function $D$ and $\operatorname{Galb}(X)$. Motivated by the restricted
estimates for the bilinear Hilbert transform we consider quasi-Banach spaces $X$ with $\operatorname{Galb}(X)=\ell^{q}$ for $0<q<1$. We start with functions $D(t)=t\left(1+\log ^{+} 1 / t\right)^{\alpha}$. For every $k \geq 1$ we write $\varepsilon_{k}=k(1+\log k)^{1+\varepsilon}$ with $\varepsilon>0$.
Example 3.11. Let $D(t)=t\left(1+\log ^{+} 1 / t\right)^{\alpha}$ and $\operatorname{Galb}(X)=\ell^{q}$ with $0<q<1$. We take $d_{k}=2^{k}$ for $k \geq 1, d_{0}=1$ and $d_{k}=0$ for $k \leq-1$. We pick

$$
\varphi(t)=\left(1+\log ^{+} t\right)^{\alpha}\left(\left(1+\log ^{+} t\right)\left(1+\log ^{+} \log ^{+} t\right)^{1+\varepsilon}\right)^{\frac{1-q}{q}}
$$

with $\varepsilon>0$. Then, $c_{k} \approx k^{\alpha}\left(k(1+\log k)^{1+\epsilon}\right)^{\frac{1-q}{q}}=k^{\alpha} \varepsilon_{k}^{\frac{1-q}{q}}$. We have to estimate

$$
\left\|d_{k} D\left(\frac{a_{k}}{d_{k} c_{k}}\right)\right\|_{\operatorname{Galb}(X)}^{q} \approx D\left(a_{0}\right)^{q}+\sum_{k \geq 1} 2^{k q} D\left(\frac{a_{k}}{2^{k} k^{\alpha} \varepsilon_{k}^{(1-q) / q}}\right)^{q} \leq 1+\Sigma_{I}+\Sigma_{I I}
$$

where $\Sigma_{I}, \Sigma_{I I}$ are the corresponding sums where the indices run over the following sets

$$
I=\left\{k \geq 1: a_{k} \leq \varepsilon_{k}^{-1}\right\}, \quad I I=\left\{k \geq 1: a_{k}>\varepsilon_{k}^{-1}\right\} .
$$

Then,

$$
\begin{aligned}
\Sigma_{I} & \leq \sum_{k \geq 1} 2^{k q} D\left(\frac{1}{2^{k} k^{\alpha} \varepsilon_{k}^{1 / q}}\right)^{q} \leq \sum_{k \geq 1}\left(2^{k} \frac{1}{2^{k} k^{\alpha} \varepsilon_{k}^{1 / q}}\left(1+\log ^{+} 2^{k} k^{\alpha} \varepsilon_{k}^{1 / q}\right)^{\alpha}\right)^{q} \\
& \lesssim \sum_{k \geq 1} \frac{1}{\varepsilon_{k}} \lesssim 1 .
\end{aligned}
$$

Also,

$$
\begin{aligned}
\Sigma_{I I} & \leq\left\|\left\{\frac{a_{k}}{k^{\alpha} \varepsilon_{k}^{(1-q) / q}}\left(1+\log ^{+} \frac{2^{k} k^{\alpha} \varepsilon_{k}^{(1-q) / q}}{a_{k}}\right)^{\alpha}\right\}_{k \in I I}\right\|_{\ell^{q}}^{q} \\
& \leq\left\|\left\{\frac{a_{k}}{k^{\alpha} \varepsilon_{k}^{(1-q) / q}}\left(1+\log ^{+} 2^{k} k^{\alpha} \varepsilon_{k}^{1 / q}\right)^{\alpha}\right\}_{k \in I I}\right\|_{\ell^{q}}^{q} \\
& \lesssim\left\|\left\{a_{k} \varepsilon_{k}^{-(1-q) / q}\right\}_{k \in I I}\right\|_{\ell q}^{q} \lesssim \sum_{k \geq 1} a_{k}=1 .
\end{aligned}
$$

Thus we have shown (3.14) and therefore for every $\varepsilon>0$ we obtain

$$
T: L(\log L)^{\alpha+\frac{1-q}{q}}(\log \log L)^{(1+\varepsilon) \frac{1-q}{q}} \longrightarrow X
$$

Let us observe that taking a little bigger sequence in $\ell^{1}$, that is, $\varepsilon_{k}=k^{1+\varepsilon}$ we can replace the first space by $L(\log L)^{\alpha+\frac{1-q}{q}(1+\varepsilon)}$.
Example 3.12. We proceed as in the previous example but now we choose a different sequence $d_{k}$. Let $D(t)=t\left(1+\log ^{+} 1 / t\right)^{\alpha}$ and $\operatorname{Galb}(X)=\ell^{q}$ with $0<q<1$. We take $d_{k}=2^{2^{k}}$ for $k \geq 1, d_{0}=1$ and $d_{k}=0$ for $k \leq-1$. We pick

$$
\varphi(t)=\left(1+\log ^{+} t\right)^{\alpha}\left(\left(1+\log ^{+} \log ^{+} t\right)\left(1+\log ^{+} \log ^{+} \log ^{+} t\right)^{1+\varepsilon}\right)^{\frac{1-q}{q}}
$$

with $\beta>0$. Then, $c_{k} \approx 2^{k \alpha} \varepsilon_{k}^{\frac{1-q}{q}}$. The sets $I$ and $I I$ are the same and we estimate $\Sigma_{I}$ and $\Sigma_{I I}$ :

$$
\Sigma_{I} \leq\left\|\left\{2^{2^{k}} D\left(\frac{a_{k}}{2^{2^{k}} 2^{k \alpha} \varepsilon_{k}^{(1-q) / q}}\right)\right\}_{k \in I}\right\|_{\ell^{q}}^{q} \leq \|\left\{2 ^ { 2 ^ { k } } D \left(\frac{1}{\left.\left.2^{2^{k} 2^{k \alpha} \varepsilon_{k}^{1 / q}}\right)\right\}_{k \geq 1} \|_{\ell^{q}}^{q}}\right.\right.
$$

$$
\lesssim \sum_{k \geq 1} \frac{1}{\varepsilon_{k}} \lesssim 1
$$

and

$$
\begin{aligned}
\Sigma_{I I} & \leq\left\|\left\{\frac{a_{k}}{2^{k \alpha} \varepsilon_{k}^{(1-q) / q}}\left(1+\log ^{+} \frac{2^{2^{k}} 2^{k \alpha} \varepsilon_{k}^{(1-q) / q}}{a_{k}}\right)^{\alpha}\right\}_{k \in I I}\right\|_{\ell q}^{q} \lesssim\left\|\left\{a_{k} \varepsilon_{k}^{-\frac{1-q}{q}}\right\}_{k \in I I}\right\|_{\ell q}^{q} \\
& \lesssim \sum_{k \geq 1} a_{k}=1
\end{aligned}
$$

Thus we have shown (3.14) and therefore, for every $\varepsilon>0$, we obtain

$$
T: L(\log L)^{\alpha}(\log \log L)^{\frac{1-q}{q}}(\log \log \log L)^{(1+\varepsilon) \frac{1-q}{q}} \longrightarrow X
$$

As before, the space of origin can be replaced by $L(\log L)^{\alpha}(\log \log L)^{\frac{1-q}{q}(1+\varepsilon)}$ or even more by $L(\log L)^{\alpha+\varepsilon}$. Note that these improve what was obtained in the previous example, thus the sequence $2^{2^{k}}$ gives better estimates than $2^{k}$.

Let us observe that taking $d_{k}=2^{2^{2^{k}}}$ then $\left(1+\log ^{+} t\right)^{\alpha}$ is not essentially constant on the interval $\left[d_{k-1}, d_{k}\right]$. In some sense, as we have started with a restricted weak type associated with the space $L(\log L)^{\alpha}$ we should take sequences $d_{k}$ for which the function $\left(1+\log ^{+} t\right)^{\alpha}$ is essentially constant on the intervals $\left[d_{k-1}, d_{k}\right]$.

In the following two examples we want to illustrate how this method behaves with respect to different logarithms. We give the final results leaving the details to the interested reader.
Example 3.13. Let $D(t)=t\left(1+\log ^{+} 1 / t\right)^{\alpha}\left(1+\log ^{+} \log ^{+} 1 / t\right)^{\beta}$ and $\operatorname{Galb}(X)=\ell^{q}$ with $0<q<1$. We take $d_{k}=2^{k}$ for $k \geq 1, d_{0}=1$ and $d_{k}=0$ for $k \leq-1$. The ideas used before lead to the space $L(\log L)^{\alpha+\frac{1-q}{q}}(\log \log L)^{\beta+(1+\varepsilon) \frac{1-q}{q}}$. A better result is proved by choosing the sequence $d_{k}=2^{2^{k}}$ for $k \geq 1, d_{0}=1$ and $d_{k}=0$ for $k \leq-1$ in which case one gets $L(\log L)^{\alpha}(\log \log L)^{\beta+\frac{1-q}{q}}(\log \log \log L)^{(1+\varepsilon) \frac{1-q}{q}}$. Let us emphasize that as before we cannot take $d_{k}=2^{2^{2^{k}}}$ since $\left(1+\log ^{+} t\right)^{\alpha}$ is not essentially constant on the interval $\left[d_{k-1}, d_{k}\right]$.
Example 3.14. Let $D(t)=t\left(1+\log ^{+} \log ^{+} 1 / t\right)^{\alpha}$ and $\operatorname{Galb}(X)=\ell^{q}$ with $0<q<1$. The previous ideas indicate that one should find sequences for which the function $\left(1+\log ^{+} \log ^{+} t\right)^{\alpha}$ is essentially constant in the interval $\left[d_{k-1}, d_{k}\right]$. In this way, we take $d_{k}=2^{2^{2^{k}}}$ for $k \geq 1$ (notice that we cannot work with $d_{k}=2^{2^{2^{2^{k}}}}$ ), and then the space obtained by this method is

$$
L(\log \log L)^{\alpha}(\log \log \log L)^{\frac{1-q}{q}}(\log \log \log \log L)^{(1+\varepsilon) \frac{1-q}{q}}
$$

Note that if we had taken the sequences $d_{k}=2^{k}, d_{k}=2^{2^{k}}$, we would have obtained the smaller spaces, respectively

$$
L(\log L)^{\frac{1-q}{q}}(\log \log L)^{\alpha+(1+\varepsilon) \frac{1-q}{q}}, \quad L(\log \log L)^{\alpha+\frac{1-q}{q}}(\log \log \log L)^{(1+\varepsilon) \frac{1-q}{q}}
$$

As in the case on the bilinear Hilbert transform, we also have functions of the form $D(t)=t^{1 / p}\left(1+\log ^{+} 1 / t\right)^{\alpha}$ with $1<p<\infty$, and we investigate what spaces one obtains via this method. Note that this function is associated with an Orlicz
space near $L^{p}\left(\right.$ indeed $\left.L^{p}(\log L)^{\alpha p}\right)$, thus we look for sequences $d_{k}$ for which $t^{p-1}$ is essentially constant in the intervals $\left[d_{k-1}, d_{k}\right]$, that is, $d_{k} \approx 2^{k}$. Notice that in the previous examples the Orlicz functions satisfy $\psi(t)=t$ for $t \leq 1$. Thus, it was not necessary to decompose the function $f \chi_{\{f \leq 1\}}$ into level sets. Here, as the Orlicz function is going to be near $t^{p}$, we investigate whether decomposing this function leads or not to a better estimate.

We start with the simpler case $\alpha=0$.
Example 3.15. Let $D(t)=t^{1 / p}$ with $1<p<\infty$ and $\operatorname{Galb}(X)=\ell^{q}$ with $0<q<1$. We first take $d_{k}=2^{k}$ for $k \geq 1, d_{0}=1$ and $d_{k}=0$ for $k \geq-1$. We take $\varphi(t)=1$ for $t \geq 1$ and $\varphi(t)=t^{p-1}\left(1+\log ^{+} t\right)^{p / q-1}\left(1+\log ^{+} \log ^{+} t\right)^{(p / q-1)(1+\varepsilon)}$. Then $c_{k} \approx 2^{k(p-1)} \varepsilon_{k}^{p / q-1}$. We have to estimate

$$
\left\|d_{k} D\left(\frac{a_{k}}{d_{k} c_{k}}\right)\right\|_{\operatorname{Galb}(X)}^{q} \approx D\left(a_{0}\right)^{q}+\sum_{k \geq 1} 2^{k q} D\left(\frac{a_{k}}{2^{k p} \varepsilon_{k}^{p / q-1}}\right)^{q} \leq 1+\sum_{k \geq 1} \frac{a_{k}^{q / p}}{\varepsilon_{k}^{1-q / p}}
$$

and we split the sum in the right-hand side as $\Sigma_{I}+\Sigma_{I I}$ (with the same definition of $I$ and $I I)$. Note that we trivially have that $\Sigma_{I} \leq \sum_{k \geq 1} \varepsilon_{k}^{-1} \lesssim 1$. On the other hand, since $0<q<1<p$, we have that $\Sigma_{I I} \leq \sum_{k \geq 1} a_{k}=1$. Then we obtain that $T$ maps $L^{\psi}$ into $X$ where $\psi(t)=t$ for $t \leq 1$ and

$$
\psi(t)=t^{p}\left(1+\log ^{+} t\right)^{p / q-1}\left(1+\log ^{+} \log ^{+} t\right)^{(p / q-1)(1+\varepsilon)}
$$

for $t \geq 1$.
Next, we take $d_{k}=2^{k}$ for every $k \in \mathbb{Z}$. Consider the function

$$
\widetilde{\varphi}(t)=t^{p-1}(1+|\log t|)^{p / q-1}\left(1+\log ^{+}|\log t|\right)^{(p / q-1)(1+\varepsilon)}
$$

and then $c_{k} \approx 2^{k(p-1)} \varepsilon_{|k|}^{(p / q-1)}$ for $k \neq 0$, and $c_{0}=1$. Since $\widetilde{\varphi}(t)=\varphi(t)$ for $t \geq 1$, we only have to estimate the terms $k \leq 0$. Proceeding as before (now we compare $a_{k}$ with $1 / \varepsilon_{|k|}$ ) we conclude that

$$
\sum_{k \leq 0} d_{k}^{q} D\left(\frac{a_{k}}{d_{k} c_{k}}\right)^{q} \lesssim 1+\sum_{k \leq-1} \frac{a_{k}^{q / p}}{\varepsilon_{|k|}^{1-q / p}} \lesssim 1
$$

Then we obtain that $T$ maps $L^{\tilde{\psi}}$ into $X$ where

$$
\widetilde{\psi}(t)=t^{p}(1+|\log t|)^{p / q-1}\left(1+\log ^{+}|\log t|\right)^{(p / q-1)(1+\varepsilon)} .
$$

Let us observe that $\widetilde{\psi}(t) \leq \psi(t)=t$ for $t \leq 1$ (as $p>1$ ) and also that $\widetilde{\psi}(t)=\psi(t)$ for $t \geq 1$. Thus, $L^{\psi} \subset L^{\widetilde{\psi}}$. Therefore, decomposing $f \chi_{\{f \leq 1\}}$ leads to a better estimate.

Example 3.16. Let $D(t)=t^{1 / p}\left(1+\log ^{+} 1 / t\right)^{\alpha}$ with $1<p<\infty$ and $\operatorname{Galb}(X)=$ $\ell^{q}$ with $0<q<1$. We take $d_{k}=2^{k}$ for every $k \in \mathbb{Z}$. Consider the function $\widetilde{\varphi}(t)=t^{p-1}\left(1+\log ^{+} t\right)^{\alpha}(1+|\log t|)^{p / q-1}\left(1+\log ^{+}|\log t|\right)^{(p / q-1)(1+\varepsilon)}$ and then $c_{k} \approx$ $2^{k(p-1)} \max (1, k)^{\alpha} \varepsilon_{|k|}^{(p / q-1)}$ for $k \neq 0$, and $c_{0}=1$. The same ideas allow us to show that $T$ is bounded from $L^{\psi}$ into $X$ where

$$
\psi(t)=t^{p}\left(1+\log ^{+} t\right)^{\alpha}(1+|\log t|)^{p / q-1}\left(1+\log ^{+}|\log t|\right)^{(p / q-1)(1+\varepsilon)} .
$$

Remark 3.17. We would like to emphasize that the method used in this section, of picking the sequence $d_{k}=a^{k}, a>1$, cannot improve Theorem 2.1. Indeed, going back to Step 2, we need to estimate $\left\|\left\{A_{k}\right\}_{k}\right\|_{\operatorname{Galb}(X)}$. Notice that if $a$ is big enough,

$$
\begin{aligned}
\left\|\left\{A_{k}\right\}_{k}\right\|_{\operatorname{Galb}(X)}= & \left\|\left\{a^{k} D\left(\left\|\tilde{f}_{k}\right\|_{1}\right)\right\}_{k}\right\|_{\operatorname{Galb}(X)} \approx\left\|\left\{a^{k} D\left(\left|\left\{|f| \approx a^{k}\right\}\right|\right)\right\}_{k}\right\|_{\operatorname{Galb}(X)} \\
& \approx\left\|\left\{a^{k} D\left(\mu_{f}\left(a^{k}\right)\right)\right\}_{k}\right\|_{\operatorname{Galb}(X)}
\end{aligned}
$$

We observe that the last quantity is a discretized version of the norms appearing in Theorem 2.1.

Therefore, the approach developed in this section becomes meaningful when $d_{k}$ growths faster (when $d_{k}=2^{2^{k}}, 2^{2^{k}}, \ldots$ the previous quantities are no longer comparable since $\left.d_{k} \not \approx d_{k+1}\right)$. This shows that the spaces obtained in Examples 3.15, 3.16 are worse than the ones that follow from Theorem 2.1. We will use this when working with the bilinear Hilbert transform.
3.3.1. The multi-variable case. As observed before, having some extra information about the operator leads us, in some cases, to better estimates. Thus we will study different cases for which the previous arguments in the linear case can be also exploited. For simplicity we first consider the case where $D$ can be broken up into two functions. We start with a bi-sublinear operator satisfying

$$
\|T(f, g)\|_{X} \leq C D_{1}\left(\|f\|_{1}\right) D_{2}\left(\|g\|_{1}\right), \quad\|f\|_{\infty} \leq 1, \quad\|g\|_{\infty} \leq 1
$$

This occurs when $T$ is $(\varepsilon, \delta)$-atomic approximable or when it is iterative $(\varepsilon, \delta)$-atomic approximable. Once we have the last inequality we will not use these properties anymore. For these operators we can freeze one of the variables and work with the other one. Thus, there is no difference with the 1 -sublinear case considered before.

In the case general case where $D$ is not split we have to work with two sequences at the same time, one for each variable. We take $\left\{d_{k}\right\}_{k}$ and $c_{k}=\varphi_{1}\left(d_{k}\right)$ with $\varphi_{1}$ essentially constant in the intervals $\left[d_{k-1}, d_{k}\right]$. This sequence is related to the function $f$. For the function $g$ we take $\delta_{j}$ and $\eta_{j}=\varphi_{2}\left(\delta_{j}\right)$ with $\varphi_{2}$ essentially constant in the intervals $\left[\delta_{j-1}, \delta_{j}\right]$. We define $A_{k}, a_{k}$ and $B_{j}, b_{j}$ as in Step 3 ( $A_{k}$ is for $f, d_{k}$, $c_{k} ; B_{j}$ is for $\left.g, \delta_{j}, \eta_{j}\right)$. Everything reduces to show the following analog of Step 4: for all non-negative sequences $\left\{a_{k}\right\}_{k},\left\{b_{j}\right\}_{j} \in \ell^{1}$ with $\left\|\left\{a_{k}\right\}_{k}\right\|_{\ell^{1}}=\left\|\left\{b_{j}\right\}_{j}\right\|_{\ell^{1}}=1$ we have

$$
\begin{equation*}
\left\|\left\{d_{k} \delta_{j} D\left(\frac{a_{k}}{d_{k} c_{k}}, \frac{b_{j}}{\delta_{j} \eta_{j}}\right)\right\}_{k, j}\right\|_{\operatorname{Galb}(X)} \lesssim 1 \tag{3.15}
\end{equation*}
$$

If we are able to show this, we obtain that $T$ maps $L^{\psi_{1}} \times L^{\psi_{2}}$ into $X$, where $\psi_{1}(t)=$ $t \varphi_{1}(t)$ and $\psi_{2}(t)=t \varphi_{2}(t)$.

## 4. The Bilinear Hilbert Transform

We start with the basic estimate proved in [3] (see also [4]):

$$
\begin{equation*}
\sup _{t} \Phi(t) H\left(\chi_{E_{1}}, \chi_{E_{2}}\right)^{*}(t) \lesssim D\left(\left|E_{1}\right|,\left|E_{2}\right|\right) \tag{4.1}
\end{equation*}
$$

where

$$
\Phi(t)=t^{3 / 2}\left(1+\log ^{+} t\right)^{-2}, \quad D(s, t)=(s t \min (s, t))^{1 / 2}\left(1+\log ^{+} \frac{1}{s t \min (s, t)}\right)^{2}
$$

Notice that for any $\alpha, \beta \in[0,1]$ with $\alpha+\beta=1$, we have $D(s, t) \leq D_{1}(s) D_{2}(t)$ where

$$
D_{1}(s)=s^{\frac{1+\alpha}{2}}\left(1+\log ^{+} \frac{1}{s}\right)^{2}, \quad D_{2}(t)=t^{\frac{1+\beta}{2}}\left(1+\log ^{+} \frac{1}{t}\right)^{2}
$$

We define $X$ to be the space given by the quasi-norm

$$
\|f\|_{X}=\sup _{t>0} \Phi(t) f^{*}(t) .
$$

It is known (see [7]) that $\operatorname{Galb}(X)=\ell^{\frac{2}{3}}$.
4.1. Estimates on Lorentz spaces. Applying Corollary 2.7 we obtain

$$
\|H(f, g)\|_{X} \lesssim\|f\|_{\Lambda^{2 / 3}\left(d D_{1}^{2 / 3}\right)}\|g\|_{\Lambda^{2 / 3}\left(d D_{2}^{2 / 3}\right)}
$$

It remains to identify these $\Lambda$-Lorentz spaces. We have:

$$
\begin{aligned}
\|f\|_{\Lambda^{2 / 3}\left(d D_{1}^{2 / 3}\right)}^{2 / 3} & =\int_{0}^{\infty} f^{*}(t)^{2 / 3} d D_{1}^{2 / 3}(t) \approx \int_{0}^{\infty}\left(f^{*}(t) t^{\frac{1+\alpha}{2}}\left(1+\log ^{+} \frac{1}{t}\right)^{2}\right)^{\frac{2}{3}} \frac{d t}{t} \\
& =\|f\|_{L^{\frac{2}{3}}}^{\frac{2}{(1+\alpha)}, \frac{2}{3}}(\log L)^{\frac{4}{3}} .
\end{aligned}
$$

Considering the extreme cases $\alpha=1$ and $\beta=0$, or vice versa, we obtain

$$
\begin{aligned}
& H: L^{1, \frac{2}{3}}(\log L)^{\frac{4}{3}} \times L^{2, \frac{2}{3}}(\log L)^{\frac{4}{3}} \longrightarrow X, \\
& H: L^{2, \frac{2}{3}}(\log L)^{\frac{4}{3}} \times L^{1, \frac{2}{3}}(\log L)^{\frac{4}{3}} \longrightarrow X .
\end{aligned}
$$

We see below that in the extreme case $\alpha=1$ and $\beta=0$ the previous estimate can be "improved" exploiting the fact that the bilinear Hilbert transform is atomic.

We can also use Theorem 2.6 with the original function $D$ and then

$$
\begin{aligned}
\|H(f, g)\|_{X} & \lesssim \int_{0}^{\infty} \int_{0}^{\infty} s^{2 / 3} t^{2 / 3} D\left(\mu_{f}(s), \mu_{g}(t)\right)^{2 / 3} \frac{d s d t}{s t} \\
& \lesssim \int_{0}^{\infty} \int_{0}^{\infty} f^{*}(s)^{2 / 3} g^{*}(t)^{2 / 3} d D^{2 / 3}(s, t)
\end{aligned}
$$

with

$$
D(s, t)=(s t \min (s, t))^{1 / 2}\left(1+\log ^{+} \frac{1}{s t \min (s, t)}\right)^{2} .
$$

As observed in Remark 2.8, here we do not lose any information in the following sense:

$$
\left\|H\left(\chi_{E}, \chi_{F}\right)\right\|_{X} \lesssim D(|E|,|F|), \quad|E|,|F|<\infty \quad \Longleftrightarrow \quad H: \vec{\Lambda}^{2 / 3}\left(d D^{2 / 3}\right) \longrightarrow X
$$

4.2. Atomicity and estimates on Orlicz spaces. We show that the following truncations of $H$

$$
H_{N}(f, g)=\int_{1 / N<|t|<N} f(x-t) g(x+t) \frac{d t}{t}=\int_{\mathbb{R}} f(x-t) g(x+t) k_{N}(t) d t
$$

are iterative $(\varepsilon, \delta)$-atomic. Let $g \in L^{1}$ be such that $\|g\|_{\infty} \leq 1$ and consider the 1 -linear operator $T_{N} f$ defined by $T_{N} f(x)=H_{N}(f, g)$. We obtain that $T_{N}$ is $(\varepsilon, \delta)$ atomic (the other case in which $f$ is frozen can be obtained in the same manner).

We write $T_{N}$ in the following way,

$$
T_{N} f(x)=\int_{\mathbb{R}} f(t) g(2 x-t) k_{N}(x-t) d t=\int_{\mathbb{R}} f(t) K_{N}(x, t) d t
$$

Given $\varepsilon>0$, let $a$ be a $\delta$-atom with $\delta>0$ to be chosen. Then supp $a \subset I_{0}$ for some interval $I_{0}$ with $\left|I_{0}\right| \leq \delta$. Let $t_{0}$ be the center of $I_{0}$.

We first show that there exists $\delta=\delta(\varepsilon, g, N)$ such that

$$
\begin{equation*}
\left\|K_{N}(\cdot, s)-K_{N}\left(\cdot, s_{0}\right)\right\|_{L^{1}} \leq \varepsilon, \quad \text { for all } s, s_{0} \in \mathbb{R} \text { with }\left|s-s_{0}\right|<\delta / 2 \tag{4.2}
\end{equation*}
$$

Using that $\|g\|_{\infty} \leq 1$ it follows that

$$
\begin{aligned}
&\left\|K_{N}(\cdot, s)-K_{N}\left(\cdot, s_{0}\right)\right\|_{L^{1}} \leq \int_{\mathbb{R}}\left|g(2 x-s) k_{N}(x-s)-g\left(2 x-s_{0}\right) k_{N}\left(x-s_{0}\right)\right| d x \\
& \leq \int_{\mathbb{R}}\left|k_{N}(x-s)\right| \mid g(2 x-s)-g\left(2 x-s_{0}\right) \mid d x \\
& \quad+\int_{\mathbb{R}}\left|g\left(2 x-s_{0}\right)\right|\left|k_{N}(x-s)-k_{N}\left(x-s_{0}\right)\right| d x \\
& \leq N \int_{\mathbb{R}}\left|g\left(x+\left(s-s_{0}\right)\right)-g(x)\right| d x+\int_{\mathbb{R}}\left|k_{N}\left(x+\left(s-s_{0}\right)\right)-k_{N}(x)\right| d x
\end{aligned}
$$

Thus, since $g, k_{N} \in L^{1}(\mathbb{R})$, using properties of the translation operator in $L^{1}(\mathbb{R})$, there exists $\delta=\delta(\varepsilon, g, N)$ such that for every $|\Delta|<\delta$

$$
N \int_{\mathbb{R}}|g(x+\Delta)-g(x)| d x+\int_{\mathbb{R}}\left|k_{N}(x+\Delta)-k_{N}(x)\right| d x \leq N \frac{\varepsilon}{2 N}+\frac{\varepsilon}{2}=\varepsilon
$$

Applying this with $\Delta=s-s_{0}$, we obtain (4.2). In this way, using that $a$ has vanishing integral and (4.2), we conclude that

$$
\begin{aligned}
\left\|T_{N} a\right\|_{L^{1}+L^{\infty}} \leq\left\|T_{N} a\right\|_{1} & \leq\left\|\int_{\mathbb{R}} a(t) K_{N}(\cdot, t) d t\right\|_{1} \\
& =\left\|\int_{\mathbb{R}} a(t)\left(K_{N}(\cdot, t)-K_{N}\left(\cdot, t_{0}\right)\right) d t\right\|_{1} \\
& \leq \int_{\left|t-t_{0}\right|<\delta / 2}|a(t)|\left\|K_{N}(\cdot, t)-K_{N}\left(\cdot, t_{0}\right)\right\|_{L^{1}} d t \leq \varepsilon\|a\|_{1} .
\end{aligned}
$$

Therefore, we have shown that $T_{N}$ is $(\varepsilon, \delta)$-atomic and $H_{N}$ is iterative $(\varepsilon, \delta)$-atomic. We observe that $H_{N}$ satisfies (4.1) uniformly in $N$. Thus, by (ii) in Theorem 3.9 we conclude that for all $\|f\|_{\infty} \leq 1,\|g\|_{\infty} \leq 1$,

$$
\left\|H_{N}(f, g)\right\|_{X}=\sup _{t} \Phi(t) H_{N}(f, g)^{*}(t) \lesssim D\left(\|f\|_{1},\|g\|_{1}\right),
$$

where the constants involved are uniform in $N$, and

$$
\Phi(t)=t^{3 / 2}\left(1+\log ^{+} t\right)^{-2}, \quad D(s, t)=(s t \min (s, t))^{1 / 2}\left(1+\log ^{+} \frac{1}{s t \min (s, t)}\right)^{2}
$$

Notice that for any $\alpha, \beta \in[0,1]$ with $\alpha+\beta=1$, we have $D(s, t) \leq D_{1}(s) D_{2}(t)$ where

$$
D_{1}(s)=s^{\frac{1+\alpha}{2}}\left(1+\log ^{+} \frac{1}{s}\right)^{2}, \quad D_{2}(t)=t^{\frac{1+\beta}{2}}\left(1+\log ^{+} \frac{1}{t}\right)^{2}
$$

As mentioned before $\operatorname{Galb}(X)=\ell^{\frac{2}{3}}$. We have already observed that the method presented in Section 3.3 is useful when $D_{i}(t)$ is of the form $t\left(1+\log ^{+} t\right)^{2}$. Hence, we fix $\alpha=1, \beta=0$ and then

$$
D_{1}(s)=s\left(1+\log ^{+} \frac{1}{s}\right)^{2}, \quad D_{2}(t)=t^{\frac{1}{2}}\left(1+\log ^{+} \frac{1}{t}\right)^{2} .
$$

Working with the first variable and applying Example 3.12 with $q=2 / 3$ and $\alpha=2$, we deduce that the domain space for $f$ is $L(\log L)^{2}(\log \log L)^{\frac{1}{2}}(\log \log \log L)^{\frac{1}{2}+\varepsilon}$ for any $\varepsilon>0$. We can take smaller spaces such as $L(\log L)^{2}(\log \log L)^{\frac{1}{2}+\varepsilon}$ or $L(\log L)^{2+\varepsilon}$ for any $\varepsilon>0$.

For the other variable, we use the non-atomic approach and obtain that the domain space is $L^{2, \frac{2}{3}}(\log L)^{4 / 3}$. Thus, using the symmetry of the problem, we have

$$
\begin{aligned}
& H_{N}: L(\log L)^{2}(\log \log L)^{\frac{1}{2}}(\log \log \log L)^{\frac{1}{2}+\varepsilon} \times L^{2, \frac{2}{3}}(\log L)^{\frac{4}{3}} \longrightarrow X, \\
& H_{N}: L^{2, \frac{2}{3}}(\log L)^{\frac{4}{3}} \times L(\log L)^{2}(\log \log L)^{\frac{1}{2}}(\log \log \log L)^{\frac{1}{2}+\varepsilon} \longrightarrow X .
\end{aligned}
$$

From here one can interpolate by the complex method to conclude some other estimates. Notice that all these estimates are uniform in $N$.

Next we are going to show how to derive these estimates for $H$. By density (in the domain spaces), it suffices to consider Schwartz functions $f, g$. In that case we have $\lim _{N \rightarrow \infty} H_{N}(f, g)=H(f, g)$ a.e. and consequently $H(f, g)^{*} \leq \liminf _{N \rightarrow \infty} H_{N}(f, g)^{*}$. Then, for any $0<t<\infty$ we have

$$
\begin{aligned}
\Phi(t) H(f, g)^{*}(t) & \leq \liminf _{N \rightarrow \infty} \Phi(t) H_{N}(f, g)^{*}(t) \leq \liminf _{N \rightarrow \infty} \sup _{t} \Phi(t) H_{N}(f, g)^{*}(t) \\
& =\liminf _{N \rightarrow \infty}\left\|H_{N}(f, g)\right\|_{X} .
\end{aligned}
$$

Taking the supremum for $0<t<\infty$ we conclude that

$$
\|H(f, g)\|_{X} \leq \liminf _{N \rightarrow \infty}\left\|H_{N}(f, g)\right\|_{X}
$$

This, the uniform estimates obtained before for $H_{N}$ and a standard density argument lead us to

$$
\begin{aligned}
& H: L(\log L)^{2}(\log \log L)^{\frac{1}{2}}(\log \log \log L)^{\frac{1}{2}+\varepsilon} \times L^{2, \frac{2}{3}}(\log L)^{\frac{4}{3}} \longrightarrow X, \\
& H: L^{2, \frac{2}{3}}(\log L)^{\frac{4}{3}} \times L(\log L)^{2}(\log \log L)^{\frac{1}{2}}(\log \log \log L)^{\frac{1}{2}+\varepsilon} \longrightarrow X .
\end{aligned}
$$

We finish this section by comparing the different spaces that we have obtained using the two approaches. When $\alpha=1$ and $\beta=0$, the two methods have led us to the following spaces

$$
X_{1}=L^{1, \frac{2}{3}}(\log L)^{\frac{4}{3}}, \quad X_{2}=L(\log L)^{2}(\log \log L)^{\frac{1}{2}}(\log \log \log L)^{\frac{1}{2}+\varepsilon} .
$$

We see that $X_{1}, X_{2}$ are not comparable. Our first function is given by

$$
h^{*}(t)=\frac{1}{t\left(1+\log ^{+} 1 / t\right)^{7 / 2}} \chi_{\left(0, e^{-e^{e}}\right)}(t) .
$$

Then,

$$
\left\|h^{*}\right\|_{X_{1}}^{\frac{2}{3}}=\int_{0}^{\infty}\left(h^{*}(t) t\left(1+\log ^{+} 1 / t\right)^{2}\right)^{\frac{2}{3}} \frac{d t}{t}=\int_{0}^{e^{-e^{e}}} \frac{1}{(1+\log 1 / t)} \frac{d t}{t}=\infty .
$$

On the other hand, we have that $\widetilde{X}_{2}=L(\log L)^{9 / 4} \hookrightarrow X_{2}$ and therefore

$$
\begin{aligned}
\left\|h^{*}\right\|_{X_{2}} & \leq\left\|h^{*}\right\|_{\widetilde{X}_{2}}=\int_{0}^{\infty} h^{*}(t) t\left(1+\log ^{+} 1 / t\right)^{9 / 4} \frac{d t}{t} \\
& =\int_{0}^{e^{-e^{e}}} \frac{1}{(1+\log 1 / t)^{5 / 4}} \frac{d t}{t}<\infty .
\end{aligned}
$$

Next, we consider a second function

$$
h^{*}(t)=\sum_{j=1}^{\infty} A_{j} \chi_{\left(a_{j+1}, a_{j}\right)}(t), \quad A_{j}=e^{e^{j^{4}}} j^{-3}, \quad a_{j}=e^{-\left(e^{j^{4}}+2 j^{4}\right)}
$$

Notice that $A_{j}$ is increasing and $a_{j}$ decreasing. We set $m(t)=t\left(1+\log ^{+} 1 / t\right)^{2}$ and notice that

$$
m\left(a_{j}\right) \approx e^{-\left(e^{j^{4}}+2 j^{4}\right)}\left(e^{j^{4}}+2 j^{4}\right)^{2} \approx e^{-e^{j^{4}}}=A_{j}^{-1} j^{-3}
$$

Then,

$$
\left\|h^{*}\right\|_{X_{1}}^{\frac{2}{3}}=\sum_{j=1}^{\infty} A_{j}^{\frac{2}{3}} \int_{a_{j+1}}^{a_{j}} m(t)^{\frac{2}{3}} \frac{d t}{t} \lesssim \sum_{j=1}^{\infty} A_{j}^{\frac{2}{3}} m\left(a_{j}\right)^{\frac{2}{3}} \approx \sum_{j=1}^{\infty} \frac{1}{j^{2}}<\infty
$$

On the other hand, let us observe that $X_{2} \hookrightarrow \widehat{X}_{2}=L(\log L)^{2}(\log \log L)^{1 / 2}$. We write $\varphi(t)=m(t)\left(1+\log ^{+} \log ^{+} 1 / t\right)^{1 / 2}$. Observe that $a_{j} \geq e a_{j+1}$ and

$$
\int_{a_{j+1}}^{a_{j}} \varphi(t) \frac{d t}{t} \geq \int_{a_{j} / e}^{a_{j}} \varphi(t) \frac{d t}{t} \geq \varphi\left(a_{j} / e\right) \approx m\left(a_{j}\right)\left(\log ^{+} \log ^{+} a_{j}^{-1}\right)^{1 / 2} \approx A_{j}^{-1} j^{-1}
$$

Therefore,

$$
\left\|h^{*}\right\|_{X_{2}} \geq\left\|h^{*}\right\|_{\widehat{X}_{2}}=\sum_{j=1}^{\infty} A_{j} \int_{a_{j+1}}^{a_{j}} \varphi(t) \frac{d t}{t} \gtrsim \sum_{j=1}^{\infty} \frac{1}{j}=\infty
$$

These two examples show that the symmetric difference of $X_{1}$ and $X_{2}$ is nonempty and hence the two approaches developed in the present paper give independent estimates. Consequently, combining both methods, we obtain estimates for functions in the larger space $X_{1}+X_{2}$, that is, the bilinear Hilbert transform $H$ satisfies

$$
H:\left(X_{1}+X_{2}\right) \times L^{2, \frac{2}{3}}(\log L)^{\frac{4}{3}} \longrightarrow X, \quad H: L^{2, \frac{2}{3}}(\log L)^{\frac{4}{3}} \times\left(X_{1}+X_{2}\right) \longrightarrow X
$$
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